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ABSTRACT

Non-linear behaviour is usually undesirable for the operation of any
system and it needs to be minimised in flight control systems in
order to provide the pilot with a predictable and well-behaved air-
craft. The non-linear response characteristics exhibited by all aircraft
and their flight control systems can be characterised by using non-
linear functions to simulate and analyse their behaviour. This paper
explores the types of physical non-linearities that exist in aircraft
flight control systems and provides some examples. It describes how
the non-linear stability might be analysed and addresses the subject
of actuation systems modelling. The final section provides recom-
mendations for minimising non-linear behaviour and gives some
general guidelines on how to deal with non-linear characteristics.
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A input signal amplitude
B output signal amplitude
D dead-zone magnitude
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1.0 INTRODUCTION

The handling and control difficulties experienced by pilots that arise
from problems with their aircraft's flight control system are not usu-
ally due to ‘software faults’ as we might have been led to believe.
They are nearly always caused by aerodynamic or system non-lin-
carities, and a lack of appreciation of their significance by the sys-
tem’s designers. The transition from linear modelling and design
through to non-linear implementation and testing can be difficult and
only tends to be achieved satisfactorily with experience. Control the-
ory and advanced computing provide an excellent foundation for
establishing a design, which then needs to be carefully implemented
and tested, taking advantage of physical knowledge and the lessons
learned from past projects.

Control systems are almost universally designed by using linear
models and a set of related design techniques and associated criteria.
It is important to recognise that these linearised models are obtained
by making simplifying assumptions about the non-linear vehicle to
be controlled, and that the linearised models have an associated set
of limitations that need to be understood by the designers. Non-lin-
earities have previously been classified as ‘parasitic’ and
‘intended’(®), essentially depending on whether they are associated
with the physical mechanics of the hardware, or the functional as-
pects within the flight control computing. With the development of
fly-by-wire systems, the reduction in the mechanical complexity of
the systems has reduced the parasitic non-linearities. However, the
intended type has increased, along with the growth in digital com-
puting capabilities.

There has been a rapid development of digital computing during
the last decade and a strong emphasis on process improvements to
reduce costs. It is considered to be timely to review the subject of
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non-linearities in relation to modern flight control systems with digi-
tal control laws, where the designers can introduce complex non-lin-
ear functions into the flight software. These might include on-board
aircraft models, adaptive control algorithms and automatic limiting
functions.

Although it is desirable to design systems that behave linearly and
to minimise non-linearities, it is recognised that non-linearities are
not always detrimental, since they can be used very effectively as
part of the control laws, to give a desired effect. We now describe
the main non-linearities and their natural physical occurrence in a
flight control system. This leads to a description of their potential
use as a control law functional element and the means of analysing
the non-linearities by using linear techniques.

2.0 THE TYPES OF NON-LINEARITY

2.1 Amplitude limits

The basic characteristics of amplitude limits, which are sometimes
referred to as authority or saturation limits, are shown in Fig. 1.
These can be asymmetric and exist in a flight control system because
of an actuation system's travel limits, available sensor ranges, and
signal scaling or authority limits within the flight control computing.

Flight control laws can contain such functions for limiting the au-
thority of part of the system, possibly for safety considerations.
When carrying out a stability analysis for the unsaturated case, the
function assumes the gain as defined by its local gradient, as indicated
in Fig. 1. The effect of an amplitude saturation on the control loop
stability can be assessed by progressively reducing the non-lineari-
ty’s gain towards zero, in accordance with its describing function
analysis(23).

The saturation function has an attenuating effect for large sinu-
soidal inputs, but it does not introduce any phase shift. It is noted
that for the extreme case of 'hard saturation', where the input places
the output well into the saturation region, the gain to be used in a sta-
bility analysis is zero, since a small perturbation of the input pro-
duces no change in the output.

2.2 Rate limits

This non-linearity received great attention during the last decade,
because of the JAS39 Gripen® and YF-22 accidents®. It occurs nat-
urally in any actuation system, when the rate of travel becomes lim-
ited. For example, in a hydraulic actuator as its main control valve
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Figure 1. Amplitude saturation characteristics.
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maximum flow capability is attained. In flight, the rate will vary
according to the aerodynamic loading on the control surface and will
be asymmetric, depending on whether the surface is moving with or
against the load. A rate limit function is often used in the control
laws in order to limit the rates of pilot or autopilot command signals.
It is sometimes used to limit the rate of the demand signal to an actu-
ation system, to protect the system from excessive commands and
physical wear, and to provide consistent rate limiting behaviour.

Stability analysis that includes the effects of the rate saturation,
can be carried out by using a describing function analysis-3). Rate
limiting affects the gain and phase of the output relative to those of
the input, since it introduces attenuation and an ‘effective delay’ to
the input signal, as indicated in Fig. 2. This delay can have a signifi-
cant effect on the system's stability characteristics. There are a range
of possible non-linear compensation schemes©7:8) to recover this
loss in phase by reversing the direction of the output, when the input
changes direction. The analysis of this non-linearity is described fur-
ther in Section 3.

2.3 Dead-zone

The dead-zone characteristic, which is sometimes called threshold or
dead-space, is shown in Fig. 3 and arises naturally in mechanical and
electrical systems where the first part of the input is needed to over-
come some initial opposition at the output. For example, an over-
lapped valve in an actuation system, where the piston moves over a
finite distance but no flow occurs until the valve becomes open. A
simpler example is where a force is applied to a body on a surface,
but there is no motion until the force is sufficient to overcome the
effects of friction.

In flight control laws, if zero command is required for a certain
position of a physical input device (e.g. the pilot’s stick), then a
dead-zone function can be included immediately downstream of the
device to give this effect. This is particularly useful in any system,
which has an integrating function downstream of an input device
that has characteristics which make it difficult to achieve an accurate
zero command (e.g. a stick with poor self centring). Without such a
dead-space, the pilot would observe a continual drift in aircraft
response due to a small and unintentional command, which would be
continually integrated to produce a gradual control surface response.

When the operating condition results in the input signal being
within the dead-zone, then this can be assessed in a stability analysis
by setting the function’s gain to zero, since a small perturbation in
the input gives no change in the output. However, this may not be a
particularly useful analysis. If the dead-zone is on the command path
and it might be appropriate to remove the non-linearity (or bias the
input sufficiently) to carry out a more meaningful linear analysis. It
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Figure 2. Example of actuator rate saturation characteristics.
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Figure 4. Backlash characteristics.

is possible to perform a describing function analysis23) for this non-
linearity, which only affects the gain characteristic, by introducing
an attenuating effect for small inputs.

2.4 Hysteresis/backlash

Hysteresis is a non-linear characteristic that is normally associated
with the characteristics of electromagnetic materials. A particular
form of hysteresis in mechanical systems is backlash, a moving
dead-zone, the characteristics of which are shown in Fig. 4. This
occurs naturally in all mechanical systems due to the finite gaps
between linkages or gears, commonly known as ‘free play’. A good
example is that of a bicycle chain and chain wheel. The non-linear
characteristics of hysteresis are more complicated than those previ-
ously described, since the hysteresis usually has inherent dead-zone
and amplitude limiting behaviour.

A hysteresis function can be introduced into an aircraft’s flight
control laws to prevent limit-cycle oscillations between two system
states, where automatic switching between the states is required.
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Where the states meet, it might be possible to operate at the switching
condition and invoke a limit cycle. A hysteresis function can be
added and ‘opened out’ until the limit cycle cannot occur; i.e. the
system definitely operates in one state or the other and there is no
possibility of ‘automatic indecision’, sometimes referred to as
‘hunting’.

When the operating condition leads to the input signal being with-
in the hysteresis’ dead-zone, then a stability analysis involves setting
the function’s gain to zero (but as noted previously, although theo-
retically correct, this may not be a particularly useful analysis). It is
again possible to perform a describing function analysis@3). This
non-linearity affects the gain and phase, and introduces attenuation
for both small and large inputs. The small inputs are affected by the
inherent dead-zone and the large inputs by the authority limits. Hys-
teresis also introduces an effective delay, as the gaps between the
mechanical components are traversed, i.e. there is no output dis-
placement until contact is made, therefore affecting the phase.

2.5 Jump resonance

Strictly speaking, this is not a well-defined non-linear function such
as those described above, but is a non-linear phenomenon (Fig. 5),
which can result in ‘cliff-edge’ system behaviour, with a sudden
jump between two system states. In the literature, it is usually associ-
ated with non-linearity in springs, due to changes in spring stiffness
with frequency. A jump resonance type of characteristic can arise in
actuation systems due to low acceleration capability, possibly as a
result of low servo valve limits®), but such a feature can usually be
designed out if it exists(10. The authors are unaware of any deliber-
ate application of jump resonance, since it can produce a very abrupt
loss in phase and is best avoided. The exact characteristics may be
very complex and even chaotic. It is possible to perform an ‘ad hoc’
describing function analysis for this non-linearity(D. Jump reso-
nance affects both gain and phase due to the change in damping
characteristics, but it is the rapid change in phase that is the major
effect for a closed-loop system.

2.6 Non-linear gearing/shaping

This type of non-linearity (Fig. 6) is possibly the most common and
occurs in most mechanical systems due to changes in mechanical
advantage between an input and output, as a result of the physical
geometry variations associated with operating point or position. For
flight control, a good example is the variation of control surface
effectiveness with an aircraft’s angle-of-attack. This type of non-lin-
ear characteristic is also found in many mechanical circuits.
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Figure 5. Jump resonance characteristics.
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Figure 6. Non-linear shaping function.

Within an aircraft's flight control laws, it is usual to provide such a
function immediately downstream of the inceptor to act on the
pilot’s command. This will be designed to make best use of the
available range of travel of the inceptor. The aim will be to give ac-
ceptably low sensitivity about the datum (trim) inceptor positions to
allow precision control, with increasing sensitivity (gradient) for
larger inceptor inputs to allow full command capability.

For a stability analysis, this non-linearity does not introduce any
phase shift and is readily analysed by calculating the local gradient
at the function’s steady operating point.

2.7 Other non-linearities

Some of the most common types of non-linearity have been
described and discussed. Several other types can be found in litera-
ture, associated with electrical or mechanical physical devices, such
as a rectifier, relay or detent(}.

In the design of flight control systems, it is often the case that
some quite ingenious, and possibly complicated, functions are created
by the flight control law designers, either to solve a particular non-
linear stability problem or to enhance performance in the presence of
non-linearities. Such non-linear functions usually involve a combi-
nation of the fundamental non-linearities and linear transfer func-
tions. The simplest example is the limited integrator shown in Fig. 7.
It ‘freezes’ the integral action when the upper or lower output limit
is reached and only becomes active again, when the input is such
that it will bring the output off the limit. This prevents integrator
‘wind-up’, whereby the integrator output continues to increase
beyond the output’s limiting value and (incorrectly) remains on the
limit, even though the input has changed its sign. This is a popular
function in modern control systems.

The limited integrator is an example of how linear and non-linear
functions can be used together in a harmonious way. Another exam-
ple is shown in Fig. 8, which shows an amplitude-dependent filter. If
the gradient of the non-linearity is set to unity at its centre, then the
transfer function of the filter is (1 + 1, s)/(1 + T, 5), giving phase
advance or phase retard, depending on the relative size of the time
constants. For larger inputs, that invoke the non-linearity, the effec-
tive denominator time constant is modified by the change in the gra-
dient of the non-linearity. It can be arranged in such a way, that for
large inputs, the numerator and denominator time constants become
equal and the filter becomes an ‘all pass’ filter (unit gain). In Fig. 8
it is possible to obtain the same linear dynamics by taking the input
to the differential term from just upstream of the integral term and
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Figure 8. Non-linear command filter.

replacing the differentiator T, s with the scaling factor 7,/1, as indi-
cated by the dashed lines in Fig. 8. This is easier to implement, as it
avoids the use of a pure differentiator.

This type of filter was used on the pitch command path of the
Experimental Aircraft Programme (EAP) aircraft(2 to give good
pitch attitude tracking for small pilot commands and a rapid normal
acceleration (g) response for large pilot commands. This type of fil-
ter is also used on the Eurofighter Typhoon aircraft.

With modern digital flight control laws, it is likely that geometric
functions will be used to convert between aircraft axis systems.
Taking this one step further, complete on-board aircraft models have
been included as part of aircraft flight control laws(!3). Further non-
linearities are introduced within the air data system and its calibra-
tion functions, and by the gain scheduling of the flight control laws.
Overall, this presents a large and complex analysis challenge and
appropriate automated tools are needed.

It is important to note that a vehicle’s aerodynamic characteristics
can include many of the non-linear effects described above. For
example, if a control surface is ineffective over part of its range,
such as a spoiler operating within an aircraft’s boundary layer, then
this is effectively an aerodynamic dead-zone. Hysteresis is some-
times seen in aerodynamic behaviour, particularly in the transitions
between attached and separated flow, which can result in a limit-cy-
cle oscillation commonly known as ‘wing rock’(4).

An example of aerodynamic non-linearity that leads to hysteresis
is a pitch-up characteristic on an otherwise conventionally stable air-
craft. Such a hysteresis is illustrated in Fig. 9, where the upper graph
shows the pitching moment characteristics of an aircraft for several
different values of elevator angle (1) plotted against angle-of-attack.
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Figure 9. Example of aerodynamic hysteresis.

This exhibits a pitch-up (localised instability) at some angles of
attack. From this data can be extracted the trimmed elevator angle
(i.e. the elevator angle that gives zero pitching moment, denoted
Nuim) @s @ function of angle-of-attack, as illustrated in the lower graph
of Fig. 9. Over most of the operating range, where the aircraft is sta-
ble, this results in a unique relationship between trimmed elevator
angle and trimmed angle-of-attack. Thus, the pilot can accurately
control the angle-of-attack by varying the elevator angle via the me-
chanical linkage from his stick. However, in the region of the pitch-
up, there are multiple angles-of-attack that are trimmed by the same
elevator angle, and the aircraft will tend to rapidly transition through
the unstable region from one stable trim solution to another. As the
pilot increases the (negative) elevator angle to increase the angle-of -
attack, the aircraft will ‘pitch up’ to a much higher angle of attack, as
illustrated by the rightwards dashed arrow in Fig. 9. Similarly, when
the pilot reduces the elevator angle through this region, the aircraft
will rapidly reduce in angle-of-attack, following the leftwards
dashed arrow. The relationship between elevator angle and resulting
angle-of-attack can clearly be seen to exhibit hysteresis.

Finally, it should be noted that for pilot-in-the-loop control, the
pilot could be regarded as a non-linear adaptive control element.
This topic is complex and is not covered further in this paper but can
be found in references that address pilot modelling and aircraft han-
dling qualities(15).

3.0 DESCRIBING FUNCTION ANALYSIS

3.1 Describing function principles

Non-linear systems, by definition, are not usually amenable to analy-
sis by linear methods, with their associated criteria for stability and
robustness, such as gain and phase margins.

Describing functions (strictly speaking, ‘sinusoidal input describ-
ing functions’) are a very useful method for assessing the effect of a
single dominant non-linearity on the stability and robustness of a lin-
ear system. A describing function is an approximate frequency
response function, that is analagous to a linear transfer function,
which describes the relationship between the output and the input of
the non-linearity.
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Figure 10. System with non-linear element.

Consider a closed-loop system, with a single non-linear element,
as shown in Fig. 10.

A sinusoidal input signal e(r) = E Sin(®f) to the non-linear ele-
ment N will produce a distorted output signal m(f). For most naturally
occurring non-linearities, this output signal will be a periodic cycle
of the same fundamental frequency as the sinusoidal input. The out-
put can therefore be expressed as a Fourier series, i.e. as the sum of
an infinite number of sinusoids of integer multiples of the fundamen-
tal excitation frequency.

m(t) = %+Mlsm(mt+¢1)+M25in(2mz+¢2)+... (D)

The describing function assumes that the response of the non-linear
element can be approximated by the ratio of the fundamental compo-
nent of the output m() to the input sinusoid e(#). Thus the describing
function is given by:

IN(w)I=% and  ZN(0) =0, Q)

This might appear to be a gross approximation, but it is justified for
two reasons. Firstly, for most practical non-linearities, the magni-
tudes of the harmonic components of the output (A,, M;, M, etc.) re-
duce as frequency increases. Secondly, the linear parts of the system
G(s) will, in most cases, act as a low pass filter, attenuating the high-
er frequency components of the non-linear output. For these reasons,
the fundamental component of the non-linear output will dominate
the non-linear contribution to the system output y(#). Therefore, in
the closed-loop system, the fundamental frequency component will
also dominate the non-linear contribution to the error signal e(#), and
hence dominate the stability of the system.

3.2 Validity

The describing function method is valid where:

1. The non-linear element is time-invariant.

2. There is only a single non-linear element in the system, or a
group of non-linearities that can be easily combined and regarded
as a single non-linearity. In reality, most systems feature multiple
non-linear elements but for the purposes of analysis most can be
considered to be insignificant and a single dominant non-linearity
can usually be analysed.

3. The linear part of the system does not feature any high-frequency
resonances that could cause the amplitudes of higher frequency
harmonics to become significant. The describing function is most
effective when the linear element attenuates the higher frequency
harmonics, which are neglected as part of the analysis.

3.3 Evaluation

Consider the output of a non-linear element, which is a periodic
function m(#) with period 7 = 2n/®. This can be expressed as a
Fourier series as follows:
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m(t) = % +Y' 4,Cos(not)+ Y B,Sin(nor) G
n=1 n=l1

where

2 T
4 = th M(£)Cos(not) dt L4
and

2 fo+T .
B, = ?j M (#)Sin(not) dt (9
Therefore,
M, =\A’+B} ... (6)
and

A
= Tan_l - (7

0, 3 (7

n

Evaluating describing functions in this way is a tedious process, but
in practice it can often be circumvented by looking up pre-evaluated
describing functions in tablesG:16).

It should be noted that the describing function of a static non-
linearity (one with no energy-storage elements) is independent of the
input frequency ®. The describing function will, however, be a func-
tion of the input amplitude.

3.4 Stability

The beauty of the describing function is that it allows the stability
and robustness of a closed-loop system to be assessed in the frequency
domain in a similar way to linear systems. Consider the system of
Fig. 10, where the non-linear element is represented by a describing
function N(jw). The closed-loop frequency response of the system is
given by:

Gjo)N(jo)
1+ GUO)N(jo) @

For a sustained oscillation, the characteristic equation must satisfy:

1+ G(j@)N(jo)=0 .9
Therefore,
G(jo)N(jo)=-1 ... (10)

or, expressed another way:

N(jo)

G(jo) = -1
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Describing functions can therefore be used to show stability and
robustness of the closed-loop non-linear system in a graphical form
such as on Nichols or Nyquist plots, by using these results.

The Nichols or Nyquist plot of the linear part of the system,
G(jw), can be plotted as usual, and the reciprocal of the describing
function —1/N(jw) is plotted on the same axes. The possibility of a
limit-cycle oscillation is then indicated where the two loci intersect.
The —1/N(jw) locus therefore corresponds to the classical ‘—1 point’
in linear analysis. Some understanding of the nature of the possible
oscillation can be obtained by considering the conditions necessary
for this intersection, such as the frequency and amplitude of the
input.

Alternatively, one can plot the locus G(jw)N(jo) as a series of
lines, corresponding to different input amplitudes, on a conventional
Nyquist or Nichols diagram. In this case, of course, the conventional
‘~1 point’ represents the point at which an oscillation could occur.
This method is less elegant than the first, but gives a better graphical
indication of system robustness, in terms of gain and phase margins.

3.5 Rate limit describing function

The rate limit characteristic is one of the most important non-lineari-
ties occurring within aircraft flight control systems. Despite this, its
describing function is rarely covered in control textbooks. It is possi-
ble to develop a describing function representation for a fully devel-
oped rate limit, as follows. Consider the effect of a rate limit non-lin-
earity on a sinusoidal input signal as shown in Fig. 11. Here, the rate
limit R has caused full rate saturation of the input signal 4 Sin(wz),
such that the output signal m(%) is a triangular wave.

The gain and phase relationships between the input e(?) and the
output m(?) can be derived as follows. Consider the point at which
the output equals the input, where:

e(t)=m() and t=t,+At ... (12)
and therefore,
ASin(ox(t, +At)) = R(t, + At) — RAt .. (13)
=Rit,
Also,
T 1
tA =
20 4f
VR e
o 2rnf
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Substituting for ¢, and At in equation (13) gives:

ASin[[L+i)2nf]:i ... (15
4f 2nf 4f

or,

NEIRRY

Sm(5+¢)— 247 ...(16)

which gives a phase lag of:

IN(0)=6=Sin"| L |-Z (7
441 | 2
The gain is given by:
2R
IN(@)]=——
T Af
8 . L
=—3S +— ... (18)
- 1n(¢ 2)

Note that as the rate limit decreases, the gain approaches zero, and
the phase lag approaches 90 degrees.

These expressions were validated(!?) by comparing their gain and
phase characteristics with the results from a transfer function analysis
(TFA) of a simulated rate limit. This covered a range of frequencies
and amplitudes, as shown in Fig. 12. The matches obtained for gain
and phase are excellent, where full rate saturation has occurred. Er-
rors can be seen at the lower frequency end of the phase curves,
where phase lag is less than 30 degrees. This is because the output
from the rate limit function is not triangular, as assumed in the
analysis, but contains an arc of a sine wave. Overall, the effect of the
rate limit is well represented by this describing function.

The expressions for gain and phase contain the ratio (R/4f), the
rate limit divided by input amplitude and frequency. This gives the
useful result that the describing function can be simply plotted as a
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Figure 12. Validation of the rate limit describing function.
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fixed relationship between gain and phase, as a function of (4f/R), as
shown in Fig. 13.

It is noted that the describing function is inaccurate for less than
30 degrees of phase lag, due to the previously mentioned reasons.
The actual behaviour for non-triangular wave outputs is approxi-
mately linear, as indicated by the onset frequencies in Fig. 12.

3.6 Flight control applications

3.6.1 Rate limit

To illustrate how the describing function might be used to assess the
effect of a rate limit non-linearity on the stability of a flight control
system for an aircraft, consider the system shown in Fig. 14. Here a
non-linearity N(m), representing the actuator rate limit of 60 degrees
per second, has been placed in series with the FCS and aircraft trans-
fer functions.

The open-loop frequency response of the linear part of this sys-
tem, G (®)G,(®), has been plotted as a Nichols plot in Fig. 15.
Plotted on the same axes is the gain and phase relationship from the
rate limit describing functions derived above, plotted as the inverse
function —1/N(jw). The contour for this inverse function is constant
and the distance along it varies as a function of (Af/R).

The two curves intersect at a frequency of about 0-4 Hertz. This
indicates the possibility of a limit cycle in the closed-loop system,
for a value of (R/Af) that would give an attenuation of 8dB and a
phase lag of 60 degrees. By consulting Fig. 13 it is seen that this can
occur when (4f/R) is approximately 0-5. The intersection with the
linear frequency response shows that the potential limit cycle can
only occur at a frequency of 0-4Hz, and therefore, it will only occur
at an amplitude of 4 = 1-25R, i.e. 75 degrees for a rate limit of 60 de-
grees per second. Such a large amplitude input would be extremely
unlikely in practice or even impossible, as this is well in excess of
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Figure 15. Rate limit example.

typical physical limits on control surface travel. Therefore, it is con-
cluded that a limit cycle due to rate limiting would not exist in this
case.

It should be noted that for a basically unstable airframe, the two
curves of Fig. 15 will always intersect.

3.6.2 Hysteresis

Let us now consider the effects of hysteresis caused by mechanical
backlash of 0-1 degrees, in a control surface actuation mechanism of
a guided missile. The describing function for a hysteresis of width
2d, excited by an input sinusoid of amplitude E,, is given by the
following expressions:

N=0, E, <d; otherwise:

l 2 2
|N|=M ...(19)

Em
and
-1 Al
ZN=¢=Tan | — ... (20)
1
where
4, :ﬁ(i_lj .20
n|E,
and
JdE, —d’
BF% 1—38111"(2—”1—1]—&”—2(%—@,) - (22)
T m T m
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Note that, unlike the rate limit case described above, the describing
function for a hysteresis element is not a function of the input fre-
quency, but of the input amplitude and the size of the hysteresis.
Taking d equal to 0-05 degrees, the describing function was evaluat-
ed for a number of different input amplitudes, and the results are
plotted in Fig. 16.

The effect of this non-linearity on the stability of the closed-loop
system is assessed in Fig. 17, where the frequency response of the
linear parts of the system is shown on a Nichols plot. Note that the
low moments of inertia of the missile give rise to a high-frequency
short-period mode.

The linear frequency response has then been shifted by the phase
lag and gain attenuation of the hysteresis, as estimated by its describ-
ing function. It can be seen that there is the possibility of a limit
cycle occurring at a frequency of approximately 4 Hertz and with
amplitude of about +£0-08 degrees. It would then need to be decided
whether this is acceptable, based on the likely effects of such an
oscillation. If the oscillation is not acceptable then the actuation
system’s backlash would need to be reduced in order to provide
acceptable behaviour. Indeed, this type of analysis would enable a
specification of the maximum amount of backlash to be defined.

Describing function analyses of this kind have proved to be very
accurate in predicting limit cycles, which have then been confirmed
by using non-linear simulations. Occasionally, the reverse process is
used, whereby the analysis is used to explain the cause of an oscilla-
tion that is evident from time histories. Sometimes a stability prob-
lem can be due to a combination of non-linearities and an alternative
ad hoc approach has to be used in the analysis. The next section
gives an example.
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Figure 16. Hysteresis gain and phase.
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4.0 TORNADO SPILS EXPERIENCE

4.1 Flight oscillation

During 1981, a large amplitude in-flight oscillation occurred during
the development of the Tornado aircraft’s Spin Prevention and Inci-
dence Limiting System (SPILS). In early flights, rate-limited oscilla-
tions had been encountered, which exhibited adequate damping char-
acteristics. These were only seen when the pilot pulled the stick
rapidly to its aft stop, to test the incidence limiting capability of the
system, and only at specific flight conditions. Comparisons with the
simulation model, which included actuator rate limiting, showed the
in-flight oscillations to be somewhat worse, with slightly lower
damping. However, the test pilots considered the aircraft response to
be acceptable and flight testing was therefore allowed to continue to
further investigate the system.

A severe large amplitude rate-limited oscillation was encountered
during the 42nd flight with this system and this was despite the sys-
tem having (apparently) acceptable stability margins. Following a
detailed analysis of the flight incident, the aircraft’s instability was
found to be associated with a combination of specific conditions and
non-linear behaviour. To provoke the oscillation, it was necessary:

® To drive the taileron actuators hard into rate and acceleration lim-
1ting.

® To have the aircraft in the speed range where the aircraft/FCS
loop gain was highest.

® To hold the airspeed constant and hence maintain the highest
loop gain, by being in a dive.

® To have the pitch stick positioned about 50% aft of centre to
maximise the combined feedback through the Command and
Stability Augmentation System (CSAS) and SPILS.

Such a worst case combination had not been encountered in previous
flights. Some difficulties in simulating the oscillation were encoun-
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Figure 18. Tornado aircraft time histories.

tered. However, following a detailed taileron actuation system mod-
elling exercise, which included the effects of acceleration limiting
due to current limiting in the servo amplifier driving the first stage
actuator, a good simulated match of the incident was obtained, as in-
dicated by Figs 18(a) and 18(b). This actuation system model played
a significant part in evaluating the design modifications.

The solution to this stability problem involved an actuation system
outer loop modification and control law non-linear compensation.
This compensation, which was tested in 1981-82, is identical in pur-
pose to the rate limiting algorithms promoted in the mid-1990s.
These modifications, which are described in the next section, led to a
dramatic increase in the augmented aircraft’s stability, effectively
recovering the linear behaviour, as shown by Fig. 18(c).

4.2 The design solution

Figure 19 shows a simplified version of the Tornado aircraft’s pitch
control laws. The top half shows the stability augmentation function
which is based on proportional pitch rate feedback. The lower half
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Figure 19. Simplified pitch CSAS and SPILS.
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shows the incidence limiting function, which is based on proportional
feedback of incidence to the tailerons.

The solution to the aircraft’s stability problem with the SPILS
engaged was to feed back the aircraft’s average tailpane angle
through a gain which was scheduled with pitot-static pressure, to the
existing washout filter, as indicated by the dashed elements in Fig.
19. This modification had a remarkable stabilising effect, as it coun-
tered any tendency for the actuation systems to become rate limited.
The reason for this dramatic improvement can be explained by con-
sidering Fig. 20, which shows a simplified diagram of the function-
ality that had been introduced by this additional feedback term.

In this figure, the washout filter (a linear element) has been inter-
changed with the stability gain and is shown as a differentiation term
and a first-order lag. The differentiator produces a taileron rate sig-
nal, which is then lagged and re-scaled. If the resulting signal is suf-
ficiently large, it will produce an output from the dead-zone to
‘back-off” the command that is tending to produce the rate limiting
of the tailerons. This modification, besides being very effective, has
two other important benefits:

® The additional feedback is ‘washed out’ in the steady state and
does not affect the existing trim characteristics of the aircraft.

® Since the additional feedback does not have any effect until the
dead-zone threshold is exceeded, it does not affect the aircraft's
small amplitude handling characteristics.

In order to analyse the non-linear stability of the modification, it was
necessary to consider the various non-linearities present. A describ-
ing function analysis was initially used to represent the actuation
systems’ rate limiting behaviour, but it was found to be insufficient
to capture the combined effects of rate and acceleration limiting.
Instead, an ad hoc actuator model was developed for use in the linear
analysis. This ‘quasi-linear actuator model’ is shown in Fig. 21 and
was used to carry out Nyquist and Nichols stability analysis of the
re-designed system. The transfer function G(s) was derived by
matching rig test results for small amplitide frequency responses,
and the term Gy(s) was chosen to approximate the set of large ampli-
tude frequency response results.

The resulting design was thoroughly assessed by using non-linear
simulation, both off-line and with the pilot in the loop. A rigorous
flight test programme validated the re-designed system and its simu-
lation model. Figure 22 shows an example of deliberate pitch stick
pumping by the pilot, to assess the modified aircraft’s large ampli-
tude pitch stability. The upper plots show the post-flight simulation
results which match the flight case shown just below. By comparing
the mean taileron responses between the model and the flight, it can
be seen that an excellent match is obtained with the stability of the
model being very representative of the aircraft. More importantly,
the forced oscillation of the aircraft stops abruptly when the stick is
centred, showing the aircraft to have a well-damped response for
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(1 +s/25)(1 + 2(05)s/50 + s2/502)
Gy(s) = 1 ifo <o,

2(04)s/o, ifo >0,

(1+2(04)s/o, +s?2/v,2)

Where o, is the saturation onset frequency and is given by

®, = (27) x ( Actuator rate limit ) / (4 x Demand amplitude)

Figure 21. Quasi-linear actuator model.
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Figure 22. Model validation by flight matching.

large amplitude commands. The confidence in the modelling
allowed the re-designed system to be re-cleared for flight and en-
abled the flight test programme to continue.
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The described re-design was very successful and has been flown
in the Tornado aircraft since 1982. The stability characteristics of the
aircraft with the SPILS engaged have been similar to those shown in
Fig. 18(c).

4.3 Some lessons learned

The lessons learned from the Tornado SPILS experience are mainly
associated with flight control system non-linearities, as follows:

® The SPILS was designed as an ‘add-on’ system to the existing
CSAS, with the dictate that no significant changes should be
made to the CSAS in the interests of minimising the costs and
impact of the change. This compromised the design of the SPILS
and the subsequent modifications to correct the problem found. A
more integrated approach would have allowed a better design to
be achieved.

® Even the accurate modelling of rate limiting, including actuation
loading effects, may not provide an adequate representation for
design and simulation, since an additional effective time delay is
introduced as a rate limited actuator changes its direction. Accel-
eration limits should be accurately modelled and actuation system
specifications should include adequate acceleration capability, to
avoid the possibility of undesirable large amplitude characteris-
tics.

® The system stability analyses and simulations need to identify the
worst cases, including the combined effects of several non-linear-
ities and maximum loop gains. It is necessary to understand the
system non-linearities and to be aware that for a highly non-
linear system, any sign of low damping for large amplitude re-
sponses is a potential warning sign for a ‘cliff-edge’ instability.

® The main area of concern was that the pilots would ‘beat the sys-
tem’. In this respect, the rapid fully aft stick pull had been
assumed to be the worst case in the pitch axis, in that it induced
significant pitch momentum and rate limiting behaviour as the in-
cidence limit was being approached. In terms of overall system
stability this was not the worst case, since the CSAS error author-
ity limiting was occurring for the extreme stick commands, and
this effectively reduced the feedback through the system. This
effect, although known, was not fully appreciated when in combi-
nation with the non-linear actuation system behaviour described
above.

The main lessons learned were the need to minimise and to fully
understand non-linear actuation system behaviour, and to ensure that
the effects were adequately taken into account during design and
flight clearance. Lessons learned from this project and from other
aircraft flight control systems are described in a report by RTO(8),
which also describes some best practices.

An important aspect of the investigation was the need to fully
understand and develop an actuation system model with sufficiently
accurate characteristics. The next section describes the actuator mod-
elling undertaken and includes some general guidelines regarding
the modelling and analysis of actuation systems.

5.0 ACTUATION SYSTEM MODELLING

5.1 Model characteristics

Figure 23 shows the actuation model used for Tornado’s port and
starboard tailerons. For pitch control, there is a common symmetrical
command to both surfaces, with a differential offset provided by the
roll command. The taileron position command is limited by an elec-
trical authority limit and is used with the taileron position feedback
to produce a position error signal. The error signal is electrically am-
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Figure 24. Second-order linearisation.

plified to produce a taileron rate command signal, which is then lim-
ited to produce the rate command to the inner loop. The feedback of
main valve position is used in the inner loop to generate a rate error
signal, which, via the gain of the servo valve, produces hydraulic
fluid flow equivalent to a taileron acceleration command. The maxi-
mum acceleration capability is limited by the maximum flow
through the spool valve, which is proportional to the spool valve’s
opening limit. The flow over a period of time is effectively a
hydraulic integration process, resulting in a main valve position,
which is limited by the valve’s displacement. The flow through the
main valve and hence the actuator rate is proportional to the valve
opening. Finally, the taileron’s position is achieved by the integra-
tion of the flow through the main valve over time. Both taileron po-
sition and rate are electrically measured to provide the outer and in-
ner loop feedback signals.

In terms of its linear dynamics, the non-linear actuation system in
Fig. 23 is a second-order system and can be represented as shown in
Fig. 24. Increasing the inner-loop or outer-loop integral gains
results in an increase in the natural frequency of the system. In-
creasing the outer loop gain also produces a reduction in damping
and the inner loop gain will need to be increased, if the level of
damping is to be maintained. Most significantly, a reduction in the
inner-loop gain (a reduction of velocity feedback) also results in a
reduction in damping.

From these basic considerations of the linear dynamics, we can
get an appreciation of the effects of authority saturation in the inner
or outer loops, for limits positioned at the inputs to the integrators.
This is readily done because the describing function of such a limit
is simply that of a constant gain until saturation occurs, with a grad-
ual gain reduction with increasing input amplitude. This would be
equivalent to decreasing k&, or k, in Fig. 24. Saturation of the input to
k, (i.e. rate limit) results in a reduction in natural frequency and actu-
ator bandwidth, with an increase in damping. Saturation at the input
to k, (i.e. acceleration limit) is likely to be more significant, as this
reduces the actuator’s bandwidth and its damping.
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Figure 25. Effect of rate limits on frequency response for different
amplitudes.

In the next two sections, the effects of rate and acceleration satura-
tion are highlighted, in terms of the actuation model’s frequency
response characteristics.

5.2 Rate limiting effects

Figure 25 is an extract from a study performed at the University of
Bristol®), where a parameterised non-linear model, similar to that of
Fig. 23, was used with a transfer function analyser program. This
time-domain facility used a sinusoidal input of a user-defined magni-
tude and frequency to excite the actuator simulation model. By cor-
relation of the output with the input, the gain and phase of the funda-
mental component of the output can be determined, relative to the
input. By stepping through a frequency range, a frequency response
can be determined for any given input amplitude. By using different
input amplitudes and over-plotting the frequency responses, the
effects of input amplitude and frequency variations can be shown on
one plot. In the original study, many combinations of rate and accel-
eration limits were evaluated in this way. Figure 25 is a typical case
of rate limiting behaviour, where high acceleration limits do not sig-
nificantly influence the responses.

In Fig. 25, the rate limit is being progressively invoked as the
increasing input amplitude increases the level of rate saturation and
reduces the bandwidth of the actuator. It is noted that for the most
extreme cases, as the bandwidth is reduced, over a narrow frequency
range (5-10 Hertz) the actuator has characteristics similar to an open-
loop integrator, since the phase lag is close to 90 degrees and the
gain is reducing at 20dB/decade. This effect is easily confirmed by a
limiting analysis of Fig. 24, where the transfer function from input to
output is given by:

kik:
k1k2+kls+sz

C..(23)

As k, tends towards zero, the transfer function’s gain also tends
towards zero. However, in this limiting case, the denominator poly-
nomial becomes s(k; + s), an integrator and a first-order lag with a
time constant determined by the actuator’s inner-loop gain.

5.3 Acceleration limiting effects

Figure 26 is also taken from Ref. 9 and shows the frequency
response variations for an extreme case of low acceleration limits in
an actuation system, for varying input amplitudes.
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Figure 26. Effect of low acceleration limits for different amplitudes.

Although at first sight, the results of rate and acceleration limiting
might seem to be broadly similar, in that there is a reduction in band-
width with increasing input amplitude, there are some very impor-
tant differences. In particular, in Fig. 26 it can be seen that the gain
is reducing at 40dB/decade, which is typical of a second-order lag or
a double integrator. For the cases of extreme acceleration saturation
it is evident that the actuator is behaving more like a double integra-
tor, especially from consideration of its phase response. It is noted
that for the worst case, a genuine ‘cliff edge’ situation can occur,
with a massive loss in phase (tending towards 180 degrees) over a
very small frequency range — leading to the jump resonance type of
characteristic described in Section 2. Again, this effect is confirmed
by theoretical considerations by taking the transfer function derived
from Fig. 24 and considering the limit as &, tends towards zero. As
previously, the transfer function gain and bandwidth tend towards
zero but this time, the denominator dynamics become s2, a double in-
tegrator.

5.4 Saturation analysis

It is possible to predict the frequencies at which rate or acceleration
saturation occur, via a simple saturation analysis. Let us consider the
second-order system from Fig. 24 and set the natural frequency to
30 radians/second and the damping to 0-7. If we then set the actua-
tion rate limit to 60 degrees/second and the acceleration limit to
1,200 degrees/second?, we have the model shown in Fig. 27, where
the limits have been scaled to incorporate the effects of the scaling
on the integrators.

By considering this example, we can determine the combinations
of amplitudes and frequencies for which saturation occurs and which
limit is being invoked.

Let us consider the output signal y as being sinusoidal with ampli-
tude 4 and frequency m:

» =4 Sin (o) (24
The output rate is therefore:

y=Aw Cos (1) (29
and its acceleration is:

¥ =-Ao? Sin (o) ... (26)
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Figure 27. Simplified actuator model with rate and acceleration limits.

At the point where limiting occurs, X, and X, in Fig. 27 are equal to
the authority limits immediately upstream. By substituting for the
magnitudes of the rate and acceleration it is shown that:

Ag; = 60/® ... (27
and
Ay =1,200/m2 ... (298)

Where Ag; and 4,; are the amplitudes at which rate and acceleration
limiting occur, for each frequency ®. The values in these equations
are as expected from the original assumptions. It is easier to interpret
these equations, if we overplot them as shown in Fig. 28. Below the
two curves, we have a region where the actuator model is behaving
linearly and for low frequencies and large amplitudes, rate-limiting
behaviour will occur. For high frequencies, and small amplitudes,
acceleration limiting will occur before the actuator has attained its
rate limit. For this example, rate and acceleration limiting will occur
simultaneously if the output amplitude reaches +£3 degrees at a fre-
quency of 20 radians/second.

In practice, all actuators have rate and acceleration limits that will
be reached. It is essential to design these to give satisfactory perfor-
mance and a saturation analysis will be a useful step, since it should
give an indication of the likely frequency response behaviour of the
system. This can then be supported by more detailed actuator model-
ling, transfer function analysis and describing function analysis, as
required. Further information on actuation systems design can be
found in Refs 19 and 20.

6.0 CLOSING REMARKS

The subject of non-linearities in aircraft flight control systems has
been reviewed, starting from a description of the basic types of non-
linearity, their natural physical occurrence and how they behave in
combination. There is no universal theory for dealing with non-lin-
earities since each case tends to be different and the possible meth-
ods of assessment will need to be carefully considered. Usually, this
is underpinned by a comprehensive amount of non-linear simulation,
based on validated models, with assumptions made about possible
variations in the models (i.e. uncertainty), due to the expected physi-
cal variability of the hardware that is being simulated.

If we could eliminate non-linearities completely, then the flight
control system design, implementation and flight clearance tasks
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would be greatly simplified, as the number of design cases to be
assessed would be reduced. It is therefore, prudent to minimise the
non-linearities in the basic unaugmented aircraft by:

® Ensuring that the vehicle’s control surfaces and sensors provide
sufficient control power and range of measurement, respectively.

® Ensuring that the actuation systems have sufficient displacement,
rate and acceleration capability, and that their performance is not
adversely affected under loading conditions.

® Designing the airframe to have aerodynamic characteristics that
are as linear as can be reasonably expected across the operating
envelope, particularly with respect to angles of attack and
sideslip, and Mach number.

We will then have a set of the “parasitic’® non-linearities that must
be taken into account in the design. Then, before beginning any con-
trol systems design, it is important to identify and fully understand
these non-linearities and how they are likely to affect the aircraft’s
control characteristics, as its operating condition varies. It is possible
to take the following actions:

® Directly compensate for the non-linearity within the control laws,
if its characteristics are known to within acceptable engineering
limits, and appropriate sensor measurements are available to en-
able reliable and robust compensation.

® Minimise the effects of non-linearities by careful design. This
might be achieved by optimising the feedback through the non-
linearity, by limiting the command authority of the signal that is
input to the non-linearity, or simply by accepting a design com-
promise, whereby a fixed controller is used to cover a range of
non-linear characteristics.

In the worst case, if functional compensation cannot be satisfactorily
achieved, it might be necessary to modify the airframe or its hard-
ware but this should only be considered as a last resort, owing to the
considerable cost that is likely to be involved. As a compromise, it
might be acceptable to avoid any problematic operating points (e.g.
extreme corners of the flight envelope) by imposing operational
restrictions on the aircraft, to be either manually observed or auto-
matically controlled.

Having dealt with the parasitic non-linearities, it is then possible
for the control system designer to carefully introduce the ‘intended’
non-linearities such as a small dead-zone on the command signal, or
the hysteresis function that prevents limit-cycle switching between
states. Further examples of non-linearities in flight control systems
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can be found in the literature(12), where designers have taken advan-
tage of physical knowledge to minimise the uncertainty and effort
associated with the linear design task, by creating the appropriate
non-linear functions and control law structures, as an important first
step in the design.

Finally, it is noted that the flight clearance of complex non-linear
systems is highly dependent on using vast amounts of numerical
integration to simulate the many possible cases of non-linear behav-
iour. With the increase in desktop computing capabilities, the
authors wonder if there is an alternative to supporting the many non-
linear simulations with an even larger number of local linearisations.
This is seen as an interesting challenge for the research community.
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