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a b s t r a c t 

The stabilization of lifted flames involves a complex competition between small-scale mixing and prop- 

agation of flame kernels at the base of the flame. Here, the effect of species diffusivity on this stabi- 

lization process is explored. For this purpose, a large-eddy simulation (LES)/probability density function 

(PDF) methodology accounting for differential diffusion is developed. A dynamic model for scalar mix- 

ing time-scale is formulated to accurately describe the turbulence-driven mixing of scalars at the small- 

scales. Autoignition-stabilized H 2 /N 2 lifted turbulent flames in a vitiated coflow burner are chosen as 

test cases. Detailed chemical kinetics is used along with in situ adaptive tabulation (ISAT) to accelerate 

the computations. Four configuration test cases are considered: neglecting differential diffusion (Cases 

1 and 2), considering differential diffusion (Case 3) and considering differential diffusion but neglecting 

molecular transport of H and H 2 (Case 4). A dynamic model for scalar mixing time-scale appearing in 

the mixing model is used in Cases 2, 3 and 4, which removes the need to specify the value of model 

constant. It is found that the lifted flames are very sensitive to differential diffusion. The predictions of 

major species mass fractions, temperatures and lift-off heights are in good agreement with the experi- 

mental data. Further, such agreement could be achieved without changing any boundary conditions. In 

particular, increased diffusion of species upstream allows ignition kernels to survive turbulent dissipa- 

tion, causing stabilization to occur upstream. H 2 and H are identified as two critical species that play a 

dominant role in the differential diffusion effect. The model is also able to capture the change in lift-off

height with change in coflow temperature. The results show that even in turbulent flames, stabilization 

of the flame zone can be sensitive to molecular diffusion. In LES computations where a significant part 

of this diffusion effect is resolved, the use of the enhanced LES/PDF/ISAT approach is seen as a promising 

approach for capturing the lift-off physics accurately. 

© 2016 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Turbulent jet flames in practical burners may be lifted from

he base in order to protect the burner material [1] . Additionally,

uch lifted flames allow higher operational velocities that will in-

rease energy throughput of the system. The stabilization, liftoff,

nd blowoff of these flames are dictated by the complex inter-

ction between turbulence and chemical kinetics. Understanding

hese interactions is crucial for determining the operability regime

s well as the emissions from the burner. In the past, a num-

er of studies [1–4] have been devoted to the characterization of
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hese physics. In addition, both computational [5–9] and experi-

ental [10–12] studies have been performed to identify the flame

tabilization mechanism and analyze the sensitivity of the lift-off

eight to jet velocity and coflow temperature. From these stud-

es, two stabilization mechanisms have been identified: autoigni-

ion and premixed flame propagation. If the flame is stabilized by

utoignition, a convection–diffusion–reaction balance is present at

he flame base. On the other hand, when the flame is stabilized by

remixed flame propagation, a convection–diffusion balance exists

pstream of the flame base followed by a diffusion–reaction bal-

nce at the reaction zone. In practical flames, the two mechanisms

ften coexist. In this work, the focus is on autoignition-dominated

ames. 

Autoignition-stabilized lifted flames are particularly sensitive to

adical formation and small-scale mixing [1–3] . In particular, two
. 
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key parameters, namely the ignition delay time and the mixing

time play an important role in determining the lift-off height.

From a modeling viewpoint, this implies that both the chemical

kinetics of flame stabilization and turbulent as well as molec-

ular mixing of species need to be modeled accurately. Another

important manifestation of such lifted flames is the presence of

a partially-premixed flame base associated with low-probability

events, such as extinction and re-ignition. Consequently, the

turbulence-thickened flame base poses a multitude of model-

ing challenges. The standard non-premixed flamelet methods

[1,3,13] may not be adequate around the flame base. Recently, un-

steady flamelet/progress variable (UFPV) models with a presumed

subfilter probability density function (PDF) for mixture fraction and

progress variable have been applied for this purpose [14,15] . Here,

unity Lewis numbers are assumed for species diffusive-transport in

order to simplify the flamelet equations. An alternative approach is

based on the transported-PDF formulation, which has been shown

to be accurate for a range of turbulent flame problems [16–21] .

This approach has also successfully predicted autoignition in lifted

flames [22–28] . However, molecular diffusion is almost always

handled using a single or mixture-averaged diffusivity in these

studies. The focus here is to understand the role of species-related

diffusivity on flame stabilization. 

Molecular transport of species through diffusion, especially

when multiple species with varying diffusivities are present, is a

topic of current interest [21,29,30] . In this context, the flamelet

models and PDF methods (in general) have differing approaches

to handling species diffusivities. In the flamelet-approach, species-

specific diffusion is incorporated at the level of the flamelet struc-

ture. This implies that such molecular effects are accounted for

in the solution to the one-dimensional flamelet equations. On the

other hand, the spatial transport of this flame structure is through

a conserved scalar (mixture fraction) and a reactive scalar repre-

sentation. These scalars are necessarily transported using a sin-

gle diffusivity. Consequently, the effect of differential diffusion at

scales larger than the flame scales are neglected (or at best, in-

accurately modeled). Blanquart et al. [31] have sought to address

this issue by constructing mixture fraction equations that contain

source terms to account for the change in species balance arising

from differential diffusion. However, application of this approach to

detailed chemistry based models is still being pursued. In the con-

text of PDF methods, differential diffusion manifests in two differ-

ent ways again. At the resolved scales, the PDF is altered by molec-

ular diffusion through a second-order diffusion term in the PDF

transport equation [32,33] . At the small-scales, the conditional dif-

fusion term needs to incorporate the species-specific diffusivities

in order to describe the small-scale mixing effect [29,33] . Since the

conditional diffusion term involves two-point statistics, it needs to

be exclusively modeled through an appropriate mixing model. Al-

though there have been some advances in this context [29,33] , the

issue of mixing models is still an open question. 

From a computational perspective, the relative importance of

small-scale and resolved-scale differential diffusion depends on

the turbulence modeling framework as well. In the Reynolds-

averaged Navier–Stokes (RANS) approach, almost all of the turbu-

lence energy cascade is modeled. In other words, the accuracy of

the sub-grid models are extremely critical in capturing the flow

physics. In gradient-diffusion hypothesis based closures for the

Reynolds stress and turbulent scalar fluxes, the turbulent viscos-

ity/diffusivity is considerably higher than the molecular compo-

nent. Consequently, sub-grid description of differential diffusion

becomes more critical than the resolved or large scale molecular

transport of species. In this sense, the flamelet-type small-scale de-

scription is a better approach for modeling differential diffusion.

Although such physics have been incorporated into conditional-
iffusion models for the PDF approach as well [33] , their accuracy

as not been widely tested. 

On the other hand, resolved molecular transport can be the

ame order of magnitude as the sub-filter turbulent transport in

he LES context [21,34] . This is mainly due to the fact that LES re-

olves large scale transport directly, and sub-filter turbulent dif-

usivity only captures the small-scale turbulence (in this paper,

turbulent viscosity” and “turbulent diffusivity” denote the viscos-

ty and diffusivity used to model the turbulent motions unresolved

y the LES grid; “molecular diffusivity” denotes the diffusivity re-

olved by the LES grid). When the LES computational grid is well-

efined, especially in regions close to the flame front, molecular

iffusivity can become comparable in magnitude to turbulent dif-

usivity. Previous studies on turbulent jet flames have indicated

hat differential diffusion effect can not be negligible [35] when

olecular and turbulent diffusivities are comparable, and it is nec-

ssary to include differential diffusion effect accurately in the com-

ustion models in the LES context [29,36] . It is expected that this

arge scale differential diffusion can exert significant influence on

he small-scale scalar mixing which is critical for autoignition, ex-

inction, and reignition [2,37–41] . At the same time, due to the in-

reased resolution of the turbulence cascade, the small-scale dif-

erential mixing is expected to play a less significant role [42,43] .

ecently, Wang and Kim [21] investigated the effect of resolved

olecular transport on the PDF modeling of Sandia Flame E. It was

ound that local extinction can be captured by including molec-

lar transport effect, even when the sub-filter mixing model was

ot explicitly altered to account for the evolution of the scalar co-

ariances according to the differential diffusion process. Neverthe-

ess, the effect of differential diffusion was neglected due to the as-

umption of equal molecular diffusivity in [21] . Yang et al. [27] per-

ormed a posteriori comparisons between LES/PDF computations

ccounting for molecular diffusivity effects and compared with re-

ults from direct numerical simulation (DNS) of a lifted ethylene

et flame [7] . They found that differential diffusion can have a sig-

ificant effect on the lifted flames. More recently, Wang [44] de-

eloped a consistent flamelet model with differential diffusion for

urbulent non-premixed flames. The dependence of differential dif-

usion on Reynolds number was carefully treated. 

With this background, the objective of this work is to evaluate

he relative effect of small-scale mixing and differential diffusion

n flame stabilization with application to an experimental flame

onfiguration. For this purpose, a consistent LES/PDF approach that

ncorporates molecular diffusivities of individual species is com-

ined with a dynamic time-scale model for sub-filter mixing. This

pproach is then used to simulate a series of turbulent jet flames

hat is known to stabilize through autoignition. From these simu-

ations, the critical species that play a dominant role in stabilizing

he flame are identified. 

A canonical lifted turbulent flame, in a vitiated coflow burner

eveloped by Cabra et al. [10] , is selected as the validation test

ase. This flame has been extensively studied in the past. Two

ain conclusions from previous experimental and numerical stud-

es [10,15,22–24,26,45–56] can be drawn: autoignition is the dom-

nant stabilization mechanism in this flame, and the lift-off height

s very sensitive to the coflow temperature. In this work, the de-

ailed chemical kinetics is used along with the in-situ adaptive tab-

lation (ISAT) algorithm [57] to accelerate the chemistry calcula-

ions. To analyze the flame sensitivity to differential diffusion and

calar mixing time-scale, four different test cases are considered:

eglecting differential diffusion (Cases 1 and 2), considering differ-

ntial diffusion (Case 3) and considering differential diffusion but

eglecting molecular transport of H and H 2 (Case 4). A dynamic

odel for scalar mixing time-scale is used in Cases 2, 3 and 4,

hich removes the need to specify the value of model constant. 
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The paper is organized as follows. First, the augmented

ES/PDF/ISAT approach is summarized in the next section. The ex-

erimental configuration of the vitiated coflow burner and the nu-

erical setups are presented in Sections 3 and 4 , respectively. In

ection 5 , computational results are discussed. Finally, the conclu-

ions are given in Section 6 . 

. LES/PDF approach 

The hybrid method consists of two separate solvers: a variable

ensity low-Mach number LES solver and a Lagrangian particle PDF

olver. While the LES solver evolves the momentum, energy, and

ontinuity equations, the Lagrangian solver obtains the one-time

ne-point joint PDF of the thermochemical composition. In this

ection, details of this hybrid solver, including the handling of the

ifferential diffusion, scalar mixing model, and the two-way cou-

ling algorithm are discussed. 

.1. Low-Mach number LES solver 

LES is based on a high band-pass filtering operation, which sep-

rates the flow field into the resolved large scales that are com-

uted on an Eulerian grid and the small-scales that are modeled.

or a variable density reacting flow, the Favre-filtered quantity of a

calar ϕ is computed as 

˜ 

 ( x , t) = 

1 

ρ

∫ 
ρ( y , t) ϕ( y , t) G ( y − x ) d y (1)

here t is time, x is the vector of spatial coordinates, ρ is the

ensity, and ρ is the filtered density. G is a filter kernel which

s typically assumed be a box filter defined by the computational

rid [32,58] . The LES equations can be obtained by applying the

ltering operation to the instantaneous governing equations that

escribe the conservation of mass and momentum: 

∂ ρ

∂t 
+ 

∂ ρ˜ u j 

∂x j 
= 0 , (2) 

∂ ρ˜ u i 

∂t 
+ 

∂ ρ˜ u i ̃  u j 

∂x j 
= − ∂ p 

∂x i 
+ 

∂σi j 

∂x j 
+ 

∂σ sgs 
i j 

∂x j 
, (3)

here ˜ u j is the Favre-filtered velocity component, and p is the fil-

ered hydrodynamic pressure. σ ij is the filtered viscous stress ten-

or with 

i j = 2 ̃

 μ˜ S i j = 

˜ μ

(
∂ ̃  u i 

∂x j 
+ 

∂ ̃  u j 

∂x i 
− 2 

3 

∂ ̃  u k 

∂x k 
δi j 

)
(4) 

nd σ sgs 
i j 

= ρ˜ u i ̃  u j − ρ ˜ u i u j is the sub-filter stress tensor. This sub-

lter component is modeled using a dynamic procedure based tur-

ulent viscosity assumption [58,59] . 

The flows of interest here fall in the low-Mach number regime

ut the density is variable due to the reaction-related heat re-

ease and boundary conditions. For such configurations, the use of

 low-Mach approximation accelerates the computations [58,60] .

ere, the low-Mach number fractional time-stepping algorithm is

sed [58] . The critical component in this approach is the pressure

rojection applied to enforce mass conservation. The solver is ad-

anced in time using a semi-implicit method in the radial and az-

muthal directions, which allows a larger time-step to be used. The

urbulent viscosity is obtained using a dynamic Smagorinsky ap-

roach [59] . More details of the solver are provided in [60,61] . 

.2. Lagrangian PDF approach 

In the Lagrangian PDF approach, the one-point one-time PDF of

he gas-phase thermochemical composition is directly computed.
his composition φ contains the n s species mass fractions and sen-

ible enthalpy h . The PDF f ( ψ; x , t ) is defined as a mass density

unction [28,43,62–64] : 

= 

∫ 
f ( ψ ; x , t) d ψ (5)

nd the filtered moments of composition can be computed based

n the PDF as follows 

˜ 

m 

p φ
n 
q = 

1 

ρ

∫ 
ψ 

m 

p ψ 

n 
q f d ψ , (6)

here ψ, φp and φq denote the composition sample space variable

nd components of φ, respectively. 

The PDF transport equation can then be written as [43,62–64] 

∂ f 

∂t 
+ ∇ · ( ̃  u f ) + ∇ · ( ˜ u 

′ | ψ f ) 

= − ∂ 

∂ψ α

[ (
1 

ρ
∇ · (ρD (α) ∇φα) | ψ + S α( ψ ) 

)
f 

] 
, (7) 

here ˜ u 

′ | ψ is the sub-filter velocity fluctuation conditioned on the

calar, ∇ · (ρD (α) ∇φα) | ψ is the conditional micromixing term, and

 α is the chemical reaction source term for thermochemical com-

osition component α. D ( α) is the corresponding molecular diffu-

ivity of the species. It is noted that the impact of differential dif-

usion between species can be studied based on Eq. (7) . The con-

itional velocity term on the left-hand-side of Eq. (7) is modeled

sing the gradient-diffusion hypothesis [17,62] 

 · ( ˜ u 

′ | ψ f ) = −∇ · [ ρD t ∇( f/ ρ)] (8)

here D t is turbulent diffusivity that is evaluated using a dynamic

pproach similar to that used to obtain the turbulent viscosity [61] .

The conditional mixing term needs to be modeled and has re-

eived considerable attention in the context of transported-PDF

ethods [17,33,41] . In spite of the substantial efforts to develop

ixing models, a general model that is robust and that meets all

odeling requirements is not currently available [32,41] . Here, it is

odeled using the Interaction-by-Exchange-with-the-Mean (IEM) 

odel [65] . The resolved part of differential diffusion is captured

sing the formulation described below, while the sub-filter contri-

ution is ignored. This is similar to the approach of Wang et al.

21] , and has been shown to adequately capture differential diffu-

ion effects, especially when the resolution in the near-flame re-

ion is sufficient to have an appreciable contribution from the re-

olved scales. 

The differential diffusion effect is incorporated using the ap-

roach of McDermott and Pope [36] , which modifies the mixing

odel. For comparison, the conventional PDF approach without

ifferential diffusion is introduced first followed by the approach

or incorporating species-specific molecular transport. 

.2.1. Conventional IEM model 

The conventional model uses a single diffusivity to account for

oth large scale and small-scale mixing processes. Based on the

riginal formulation of Villermaux and Falk [65] , the LES-specific

ersion has been used in a number of previous studies [43,63,64] .

he conditional diffusion term is written as 

1 

ρ
∇ · (ρD (α) ∇φα) | ψ = − 1 

τφ
(ψ α − ˜ φα) (9) 

here τφ is the scalar mixing time-scale. It is noted that in the

onventional IEM model, a single representative molecular diffusiv-

ty is used for all the species. Using Eqs. (8) and (9) , Eq. (7) is typ-

cally solved through a Lagrangian Monte Carlo approach [17] . It is

ssumed that the the initial distribution of notional particle num-

er density is uniform in each cell. These particles subsequently
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evolve in physical and composition spaces with time. The evolu-

tion in physical space is through transport equations that use the

filtered flow field from the LES solver, while the evolution in com-

position space is through mixing and reaction. Similar to prior use

of this model [43,63,64] , a single mixture-averaged diffusivity is

used for transporting the PDF. The corresponding stochastic differ-

ential equations (SDEs) can then be written as 

d X 

∗(t) = 

[˜ u + 

∇ ρ(D + D t ) 

ρ

]∗
d t + 

√ 

2(D 

∗ + D 

∗
t ) d W , (10)

d φ∗
(t) = − 1 

τ ∗
φ

( φ∗ − ˜ φ
∗
) d t + S ( φ∗

) d t (11)

where X 

∗( t ) is the instantaneous particle position. The superscript

“∗” on quantities denotes quantities computed at X 

∗( t ) through

linear interpolation. W is an isotropic, vector-valued Wiener

process that emulates diffusion in physical space and uses a

single mixture-averaged value at each particle location. ˜ φ is the

Favre-filtered resolved scalar obtained by weighted sum of particle

values in a given filter volume. In the conventional IEM model, D is

taken to be the mixture-averaged diffusivity, which will be heavily

correlated with the diffusivity of nitrogen for combustion processes

with air as oxidizer. With the unity Lewis number assumption,

the molecular diffusivity is approximated using an empirical

function of temperature obtained from the PDF solver and in this

work it is calculated using the subroutine TRANLIB available in

CHEMKIN [66] . 

2.2.2. IEM model with differential diffusion 

The differential diffusion model is incorporated using the ap-

proach of McDermott and Pope [36] , and follows the implementa-

tion discussed elsewhere [19,21,36] . Here, the IEM model is mod-

ified such that the stochastic diffusion term in physical space is

altered to a diffusion in composition space. The new IEM model is

given by 

1 

ρ
∇ · (ρD (α) ∇φα) | ψ = − 1 

τφ
(ψ α − ˜ φα) + 

˜ D α, (12)

where 

˜ D α ≡ 1 

ρ
∇ · ( ρD (α) ∇ ̃

 φα) (13)

is the mean drift term due to differential diffusion. The molecu-

lar diffusivity D α of different chemical species is obtained directly

from TRANLIB in CHEMKIN [66] . Using the particle method, Eq.

(7) with the model Eqs. (8) and (12) is solved and the correspond-

ing SDEs become 

d X 

∗(t) = 

(˜ u + 

∇ ρD t 

ρ

)∗
d t + 

√ 

2 D 

∗
t d W , (14)

d φ∗
(t) = − 1 

τ ∗
φ

( φ∗ − ˜ φ
∗
) d t + ̃

 D 

∗
αd t + S ( φ∗

) d t. (15)

As noted by McDermott and Pope [36] , this implementation

does not give rise to the spurious production of scalar variance.

Nevertheless, some numerical issues arise due to the inclusion of

differential diffusion in Eq. (15) , and the algorithm provided in that

work is used here. 

2.2.3. Local dynamic model for mixing time-scale 

Typically, a constant ratio of scalar mixing time-scale τφ to tur-

bulent time-scale τ is assumed. The scalar mixing time-scale in

Eqs. (9) and (12) is evaluated such that 

τφ = τ/ C φ = 

�2 

C φ(D + D t ) 
, (16)
here � is the local filter width and C φ is the constant ratio for

ll the composition. However, the assumption that C φ = 2 . 0 is valid

nly when both the scalar and velocity spectra are at equilibrium.

n jet flows, such equilibrium is reached only at far downstream

ocations. Consequently, this parameter can have substantial vari-

tions and can strongly influence the combustion process. In pre-

ious LES/PDF calculations, a wide range of values has been used

1,17,19,67] . 

An alternative approach is to treat this parameter as a spa-

ially and temporally varying quantity. In this case, a local dynamic

odel for the time-scale can be formulated [62] , which removes

he need to specify the constant time-scale ratio. The local dy-

amic model is obtained from the dynamic models for the sub-

lter variance and the scalar dissipation rate of a conserved scalar

 . The commonly used models for the conserved scalar variance

nd dissipation rate have the following form [61] : ˜ 

 

′′ 2 = C Z �
2 ∇ ̃

 Z · ∇ ̃

 Z (17)

nd 

= (D + D t ) ∇ ̃

 Z · ∇ ̃

 Z (18)

here D t and C Z are both obtained dynamically as follows [61] : 

 t = 

〈L i M i 〉 
〈M j M j 〉 �

2 | ̃  S | and C Z = 

〈LM〉 
〈M 

2 〉 , (19)

n which L is called the Leonard term, M is the model term, and

 ̃

 S | = 

√ ˜ S i j ̃
 S i j . 

Using these relations, the scalar mixing time-scale can be lo-

ally and dynamically computed as 

φ = ̃

 Z ′′ 2 /χ = 

�2 

C −1 
Z 

(D + D t ) 
. (20)

It is seen that the difference between Eq. (16) and Eq. (20) is

hat C φ is a constant while C Z is dynamically evaluated in the sim-

lations. It is noted that using Eq. (20) , the individual (and pos-

ibly) more accurate mixing time-scales for all compositions can

e computed when corresponding the scalar dissipation rates are

rovided. The advantage of using a conserved scalar to estimate

ixing time-scale is that its scalar dissipation rate can be mod-

led based on the assumption that production equals dissipation in

he conserved scalar variance equation. For non-conserved scalars,

q. (18) should be modified to include the co-variance of scalar

nd scalar production rate appearing in the reactive scalar variance

quation. For simplicity and ensuring numerical stability, the mix-

ng time-scales for all composition are approximated by that of the

onserved scalar in the present work. 

.3. Two-way coupling algorithm 

The coupling between the low-Mach number LES solver and

onte Carlo PDF solver should be treated carefully. The unsteady

ES solver requires that any solver that is coupled be time-accurate

s well. The LES solver provides the velocity, turbulent diffusiv-

ty, and scalar mixing time-scale to the PDF solver which returns

he density field and transport properties. However, the gas-phase

ensity, directly obtained from the PDF solver, contains statistical

oise due to the finite number of particles per filter volume, which

an give rise to numerical instabilities. To address the issue, an

quivalent-enthalpy ( h̄ ) transport equation [43,68] is solved as fol-

ows: 

∂ ρ˜ h̄ 

∂t 
+ 

∂ ρ˜ u j ̃
 h̄ 

∂x j 
= 

∂ 

∂x j 

(
ρ( D + D t ) 

∂ ̃  h̄ 

∂x j 

)
+ ρ ˜ S h̄ (21)

ith 

˜ 

 h̄ = 

˜ ∂ h̄ 

∂φα
S α − 1 

2 τφ

˜ ∂ h̄ 

∂φα
φ ′′ 

α (22)
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Fig. 1. The burner geometry of Cabra et al. [10] for the lifted flame with vitiated 

coflow. 
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Table 1 

Jet flame boundary conditions. 

Parameter Units Jet Coflow 

d m 4 . 57 × 10 −3 ( = D jet ) 0.21 

U m/s 107( = U jet ) 3.5 

T K 305 1045 

X H 2 – 0.25 –

X O 2 – – 0.1474 

X N 2 – 0.75 0.7534 

X H 2 O – – 0.0989 
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hich represents the source term due to reaction and mixing

43,68] . This source term can be computed directly from the PDF

olver. 

Once the equivalent enthalpy is known, the new density is

omputed using the ideal gas law: 

= 

γ

γ − 1 

P 0 ˜ h̄ 

(23) 

here P 0 is background pressure, and γ is the local ratio of specific

eat capacities. The present two-way coupling algorithm is verified

y examining the consistency between the LES and PDF mean den-

ity (see Appendix A ). 

In addition, to obtain the scalar mixing time-scale τφ , a trans-

ort equation for mixture fraction is solved along with the other

ES transport equations: 

∂ ρ˜ Z 

∂t 
+ 

∂ ρ˜ u j ̃
 Z 

∂x j 
= 

∂ 

∂x j 

(
ρ( D + D t ) 

∂ ̃  Z 

∂x j 

)
(24) 

It is noted that the source term arising from differential diffu-

ion in the transport equation of mixture fraction is neglected. The

hird-order BQUICK scheme [69] is used to discretize the nonlinear

erms in the scalar transport Eqs. (21) and (24) . 

. Flow configuration 

The experiment used for validating the LES/PDF approach cor-

esponds to the vitiated coflow burner ( Fig. 1 ) that was exper-

mentally studied by Cabra et al. [10] . Using this burner, Wu

t al. [45] investigated the effect of coflow temperature, jet and

oflow velocities on the lift-off height. This flame has been mod-

led using the RANS framework and transported-PDF methods

10,22,23,26,46–51] . Conditional-moment closure (CMC) based re-

ults were reported in [52] . LES calculations were reported in

24] and [53] , in which the turbulence-chemistry interactions were

odeled using Eulerian stochastic field methods and perfectly

tirred reactors, respectively. Recently, LES-CMC calculations were

erformed [54,55] , while RANS/UFPV calculations were reported in

15] . The focus here is on the impact of differential diffusion, which

s analyzed using the LES/PDF approach discussed in the previous

ections. 
A schematic of the burner is provided in Fig. 1 . The burner con-

ists of a central fuel pipe with a diameter of D jet = 4 . 57 mm, in

hich a 1:3 ratio (by volume) of H 2 /N 2 mixture at a temperature

f 305 K and exit bulk velocity of U jet = 107 m/s is supplied. The

itiated coflow is composed of hot combustion products of lean

remixed H 2 /air. Experimental results show that the products, O 2 ,

 2 O, and N 2 are uniform across the coflow stream with tempera-

ure of 1045 K. The coflow is stabilized by a disk with a diameter

f 210 mm. The disk has a 87% blockage and is made of 2200 holes,

ach with a diameter of 1.58 mm to burn the premixed H 2 /air

ixture. An exit collar surrounds the perforated disk to prevent

ntrainment of ambient air into the flame. The Reynolds number

ased on the jet diameter, exit velocity, and kinematic viscosity of

he fuel mixture is 23,600, and the stoichiometric mixture fraction

ased on Bilger’s formulation is Z st = 0 . 474 . The observed lift-off

eight H was about 10 D jet . The boundary conditions for species and

emperature are summarized in Table 1 . 

. Simulation details 

This LES/PDF is performed in a cylindrical coordinate system

 x, r, θ ). Starting at the fuel jet exit, a computational domain of

 x × L r × L θ = 30 D jet × 15 D jet × 2 π is used in the axial, radial and

zimuthal directions, respectively, with a non-uniform stretched

rid of size N x × N r × N θ = 192 × 108 × 32 . A stretched grid is used

o resolve the central jet and the shear layers. The turbulent jet

oundary condition is obtained from a separate pipe simulation at

he experimental mass flow rate. The velocity boundary condition

or the coflow stream is evaluated according to the formulation in

15] . Previous numerical studies [23] have shown that the predic-

ions are insensitive to coflow velocity, jet temperature and jet ve-

ocity. In addition to this baseline grid, two other calculations with

 coarser and a refined grid were performed to ensure that grid

esolution did not affect nature of the results (See Appendix B ). It

hould be noted that grid-filtered LES will always be sensitive to

he choice of grid spacing, but its sensitivity can be understood by

onducting multiple simulations. 

The PDF transport equation is solved using the Lagrangian

onte Carlo approach. Each computational cell is allocated 20

otional particles, and particle count is constrained such that it

anges from 12–40 per cell. This range is enforced using merg-

ng and splitting techniques [43] . The gas phase chemistry was de-

cribed using the mechanism of Li et al. [70] . It involves 9 chemi-

al species and 21 elementary reactions. The ISAT algorithm is ap-

lied to accelerate the computations [57] . The effect of the ISAT

nd ODE error tolerances on the prediction of the particular lifted

ame has been studied systematically by Masri et al. [22] . Since es-

entially the same ISAT and chemical mechanism are implemented

n the present work, the same parameters, i.e., ISAT and ODE error

olerances of 6 . 25 × 10 −6 and 1 × 10 −8 , respectively, are employed

ere. Cao et al. [23] also used an identical set of parameters. For

his particular Cabra flame, previous studies [22,23] have shown

hat the tabulation error results in less than 2% error in the con-

itional mean temperature at the stoichiometric mixture fraction,
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Table 2 

Specification of the LES configurations. 

Case Differential diffusion Dynamic mixing time-scale 

1 × ×
2 × �

3 � �

4 � ( D H = D H 2 = 0) �
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a quantity which is found to be very sensitive to such errors. To

achieve parallel scale-up, the particles are grouped based on mix-

ture fraction and distributed amongst processors. Each processor

thus builds a tree that is nearly local in composition space, further

reducing the ISAT tabulations. This grouping and re-distribution is

updated at each time-step. A scale-up of 5–10 times was achieved

compared to building ISAT tables independently on each processor.

In the enhanced LES/PDF/ISAT approach, there is no need to

specify the value of model constant in the IEM model due to the

implementation of a dynamic model for the mixing time-scale. The

uncertainties of calculations are mainly from the initial number of

notional particles (N pc ) in each computational cell and the choice

of filter size. In the present study, the grid convergence study is

conducted (See Appendix B ) in order to ensure the present fil-

ter size are accurate enough (numerically) to analyze the effect of

differential diffusion. Furthermore, [71] has demonstrated that the

bias error due to the number of particles per cell scales as 1 
N pc 

.

Hence, typically N pc = 20 notional particles are used in each cell

in the context of LES based on the consideration of cost and accu-

racy. 

This LES/PDF/ISAT simulation was carried out on a dis-

tributed memory parallel machine with 192 processors. For the

LES/PDF/ISAT simulation, the jet reached the statistically station-

ary state at t / T jet ≈ 20, where T jet = L x /U jet ≈ 1 . 3 ms is the flow-

through time. For each case, statistics were collected over 30 flow-

through times. 

For the discussion of results below, four different cases were

considered (see Table 2 ). In Case 1, the differential diffusion effect

is not included in the IEM model and the scalar mixing time-scale

is evaluated via Eq. (16) . Case 2 also neglects differential diffusion

but uses the dynamic model for the mixing time-scale. In Case 3,

both molecular transport of all species and dynamic mixing time-

scale model are considered. Case 4 is similar to Case 3 but neglects

the molecular transport of H and H 2 by setting D H = D H 2 
= 0. The

flame sensitivity to scalar mixing time-scale can be analyzed by

comparison between Case 1 and Case 2. The flame sensitivity to

differential diffusion can be analyzed by comparison between Case

2 and Case 3. In addition to these cases, a series of simulations that

vary the coflow temperature was also conducted in order to assess

the sensitivity of the lift-off height predictions to coflow boundary

conditions. For this analysis, two sets of simulations with condi-

tions corresponding to Case 2 and 3 were used. 

5. Results and discussion 

5.1. Instantaneous results 

The instantaneous data below is shown to identify the progress

towards a statistically stationary state starting from initial condi-

tions. Initially, chemical reactions are turned off and the simula-

tions run until steady state is reached. After this, chemical reac-

tions and related heat release source terms are included. Figure 2

shows that the ignition zone is first located downstream, where

sufficiently low strain combined with adequate time for auto-

ignition leads to the formation of the turbulent flame. These early

ignition kernels then transition upstream due to diffusion of tem-
erature that can overcome the shorter residence time as well as

arger strain caused by larger turbulence intensity. Eventually, the

ame is stabilized at a lift-off height. Similar to [10,23] , the sta-

ionary lift-off height is defined as the axial location where time-

veraged OH mass fraction reaches 2 ×10 −4 at any radius. There

re no obvious autoignition events below the lift-off height once

 statistically stationary condition is reached. Figure 2 also shows

hat the OH mass fraction is present largely in the mixing layer

etween central jet and coflow, which indicates the autoignition is

he main stabilization mechanism of the lifted flame as suggested

n [10,23,24,55] . It should be noted that the instantaneous lift-off

eight based on the instantaneous OH mass fraction does fluctuate

n time in a range of 3–4 jet diameters around the time-averaged

ift-off height with a frequency of approximately 200 Hz due to

andom and chaotic time dependent turbulence. This is consistent

ith experimental observations of lift-off height fluctuations [26] ,

here fluctuations of 4–5 jet diameters were reported. 

Figure 3 shows the time-averaged species-specific molecular

iffusivities and the turbulent diffusivity for two different axial lo-

ations. At both locations, it is seen that the turbulent diffusivity is

uch smaller than the molecular diffusivity, especially that of the

ast-diffusing H 2 and H species. Near the edge of the main jet, tur-

ulent diffusivity is comparable to the diffusivities of the heavier

olecules. These results clearly indicate that molecular diffusivity

s important near the flame stabilization zone, and cannot be ne-

lected in the simulation of such flames. 

The effect of differential diffusion on the instantaneous fields of

emperature and OH are shown in Fig. 4 . It is seen that autoigni-

ion in the radial direction mainly happens within the region en-

losed by the stoichiometric mixture fraction and the most reac-

ive mixture fraction. Here, the most reactive mixture fraction is

efined as the mixture fraction that is most likely to ignite [72] . It

s noted that in Ref. [46] , the most reactive mixture fraction is de-

ned by considering different coflow temperatures within the con-

ext of Cabra’s configuration where the micro-mixing is considered.

he shortest ignition delay time occurs around Z = 0 . 045 ∼ 0 . 052 .

n the present work, however, the most reactive mixture frac-

ion is determined with a homogeneous reactor in CHEMKIN III

73] where the micro-mixing is switched off, giving thus a parallel

olution to a series of homogeneous reactors of variable mixture

raction. We found that the shortest ignition delay time is reached

t Z ≈ 0.054 when initial temperature is 1070 K for updated H 2 

echanism [70] . The small difference between the two methods is

ainly caused by the different computational configurations and

ifferent reaction mechanisms. Figure 4 shows that including the

ifferential diffusion effect decreases the lift-off height and the

hickness of autoignition zone. Figure 4 indicates a lift-off height

f H / D jet ≈ 10 for flames with differential diffusion and H / D jet ≈ 13

or flames without differential diffusion. This is partially attributed

o the fact that the increase in mixing due to differential diffu-

ion serves to enhance combustion by increasing the probability of

gnition kernels surviving turbulent mixing in this system. Cabra

t al. [10] reported the experimentally observed lift-off height was

 / D jet ≈ 10. In previous studies, the lower [23,24,52] or higher

15] experimental coflow temperature of 1045 K was adopted to

btain the the lift-off height of 10 D jet . Therefore, the simulations

onsidering differential diffusion appear to predict the experimen-

al lift-off with the experimental coflow temperature. 

.2. Time-averaged statistics 

For Case 1, the mixing model coefficient C φ needs to be spec-

fied. Here, several simulations with values ranging from 2 to 20

ere performed (see Appendix C ), with the optimal value found

o be 10. This optimal value implies that the profiles are as close

o experiments as possible by changing the parameter. In Case 2,
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Fig. 2. Three snapshots (Case 3) of resolved temperature (top) and mass fraction of OH (bottom) showing the evolution of the flame towards a statistically stationary state. 

t  

s  

i  

2  

a  

t  

m  

f

i  

d  

a  

m  

C  

t  
he model coefficient is determined dynamically and need not be

pecified a priori . The radial profiles of time-averaged C −1 
Z 

(which

s dynamically-determined C φ) at different axial locations for Case

 are investigated (see Appendix C ). Figures 5 and 6 show vari-

tions in flame statistics, denoted by 〈 · 〉 , to the scalar mixing

ime-scale at three different axial locations. Overall, good agree-

ent with experiments is observed. The slight difference stems
rom the fact that the early stages of ignition occurs at x ≈ 10 D jet 

n the measurements while the simulations predict ignition farther

ownstream. As a result, the mean profiles of mixture fraction Z

nd mass fraction of H 2 are overpredicted and temperature T and

ass fraction of OH are underpredicted. The comparison between

ase 1 and Case 2 shows that the local dynamic model for mixing

ime-scale can provide results consistent with the optimal value of
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Fig. 3. Radial profiles of time-averaged species diffusivities ( D H , D H 2 , D OH , D O 2 ), turbulent diffusivity D t , and mixture thermal diffusivity α at the different axial locations for 

Case 3. 

Fig. 4. Comparison of the instantaneous resolved temperature and mass fraction of OH without differential diffusion (Case 2) and with differential diffusion (Case 3). The 

inner isoline corresponds to the stoichiometric mixture fraction ( Z st = 0 . 474 ) while the outer isoline shows the most reactive mixture fraction ( Z mr = 0 . 054 ). 

Fig. 5. Radial profiles of mean mixture fraction and temperature at different axial locations for Cases 1 and 2. 
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Fig. 6. Radial profiles of mean mass fractions of H 2 and OH at different axial locations for Cases 1 and 2. 

Fig. 7. Radial profiles of mean mixture fraction at different axial locations for Cases 

2, 3, and 4. 
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Fig. 8. Radial profiles of RMS fluctuations of mixture fraction at different axial lo- 

cations for Cases 2, 3, and 4. 

e  

i  

m  

m  

t  

f  

f  

s  

t  

t  

d  

i  

i  

p  
 φ . Since the model is dynamic in nature, it can also adjust to any

hanges in flame structure based on the solution at the current

ime-step. Hence, for Case 3 and 4, the dynamic model is used to

escribe the mixing time. 

The effect of differential diffusion is analyzed in Figs. 7–20 . The

rediction of the farthest downstream location measured in the ex-

eriment x/D jet = 26 is also presented (see Appendix D ). The re-

ults of Case 4 are included for identifying the critical species that

nfluence flame stabilization. Figures 7 –14 compare the radial pro-

les of mean and RMS fluctuations of mixture fraction, temper-

ture, and mass fractions of fuel and oxygen for Cases 2–4 with
xperimental data. It is seen that the mean and RMS profiles are

n good overall agreement with experimental data for Case 3. The

ixture fraction profiles are insensitive to the differential diffusion

odels utilized, since it is assumed to be a conserved scalar in

he present work and the source term arising from differential dif-

usion in the transport equation of mixture fraction is neglected

or simplicity. The radial profiles of mean and RMS of temperature

how that including differential diffusion effects considerably al-

ers the results. In particular, the prediction of ignition as well as

he radial temperature profiles are significantly better when both

ifferential diffusion and dynamic mixing scales are used. Interest-

ngly, reverting to a constant mixing coefficient or setting diffusiv-

ty of hydrogen species to zero result in similar profiles for tem-

erature. This indicates that the main role of differential diffusion
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Fig. 9. Radial profiles of mean temperature at different axial locations for Cases 2, 

3, and 4. 

Fig. 10. Radial profiles of RMS fluctuations of temperature at different axial loca- 

tions for Cases 2, 3, and 4. 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Radial profiles of mean Y H 2 at different axial locations for Cases 2, 3, and 4. 

Fig. 12. Radial profiles of RMS fluctuations of Y H 2 at different axial locations for 

Cases 2, 3, and 4. 
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is in enhancing flame ignition, which causes the stabilization point

to move further upstream towards the inlet. The increase/decrease

in temperature/mass fraction of H 2 is more distinct at x/D = 11 , 14

due to the increased role of molecular diffusivity at these down-

stream locations. 

Comparisons between Case 3 and 4 reveal that the diffusion of

both H and H 2 play an important role in flame stabilization. Since

the stabilization mechanism of the lifted flame is due to autoigni-

tion chemistry, the mass transport of H 2 (involved in the chain

initiation reaction H 2 +O 2 = HO 2 +H) and H (involved in the chain

branching reaction H+O = OH+O) are very important. The molecu-
2 
ar transport of H 2 and H can improve the probability of autoigni-

ion events and hence increase the H 2 consumption and temper-

ture, which can be seen from the comparisons between Cases 3

nd 4 in Figs. 7 –14 . It is noted that the differential diffusion effect

s negligible at r / D jet > 4. 

Radial profiles of mass fractions of intermediate species OH

nd product H 2 O are illustrated in Figs. 15 and 18 . The OH

ass fraction plot shows that the predicted Y OH is considerably

ower than the experimental data for Cases 2 and 4, especially

t x/D jet = 10 . This is attributed to the lift-off heights of Cases 2

nd 4 are overpredicted and the temperature is underpredicted,
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Fig. 13. Radial profiles of mean Y O 2 at different axial locations for Cases 2, 3, and 4. 

Fig. 14. Radial profiles of RMS fluctuations of Y O 2 at different axial locations for 

Cases 2, 3, and 4. 
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Fig. 15. Radial profiles of mean Y OH at different axial locations for Cases 2, 3, and 4. 

Fig. 16. Radial profiles of RMS fluctuations of Y OH at different axial locations for 

Cases 2, 3, and 4. 
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s shown in Figs. 4 and 9 . Similar to Figs 7–14 , it is seen that the

ean and RMS profiles, computed with differential diffusion, are

n good agreement with experimental data. This is due to the fact

 2 and H transport in the mixture have a great effect on the OH-

ormation reaction (H 2 +O 2 = HO 2 +H and H+O 2 = OH+O), especially

t the flame base. Similar to Y OH prediction, Fig. 17 shows Cases 2

nd 4 underpredict the mean H 2 O mass fraction and calculations

ith differential diffusion (Case 3) leads to improved results. 

Figures 19 and 20 show the radial profiles of mean and RMS

f N 2 mass fraction at different axial locations, which confirms the

bservations about mixture fraction ( Fig. 7 ). It is seen that no ob-
ious difference is found for mean mass fraction of Y N 2 
between

he three cases. Since N 2 is inert in these calculations, its evolu-

ion mainly depends on the flow field. Nevertheless, it is noted

hat Y N 2 
is not a conserved scalar since it is affected by differen-

ial diffusion between species. Therefore, unlike mixture fraction

hat is assumed to be a conserved scalar in the present work, it is

ound that considering differential diffusion can improve the vari-

nce prediction of Y N 2 
, which further suggests the difference be-

ween the natures of N and mixture fraction in the present work.
2 
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Fig. 17. Radial profiles of mean Y H 2 O at different axial locations for Cases 2, 3, and 4. 

Fig. 18. Radial profiles of RMS fluctuations of Y H 2 O at different axial locations for 

Cases 2, 3, and 4. 

 

 

 

 

 

 

 

Fig. 19. Radial profiles of mean Y N 2 at different axial locations for Cases 2, 3, and 4. 

Fig. 20. Radial profiles of RMS fluctuations of Y N 2 at different axial locations for 

Cases 2, 3, and 4. 
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From the above discussion, it can be concluded that species

mass fractions and temperature are considerably affected by in-

cluding differential diffusion physics. Case 3 yields significantly im-

proved predictions and provides the best agreement with exper-

imental data. Further, the effect of differential diffusion is nearly

absent beyond a radius of 4 D jet . 

5.3. Conditional statistics 

To further analyze the sensitivity of the lifted flames to dif-

ferential diffusion, Figs. 21 and 22 show scatter data and condi-
ional means of temperature and mass fraction of OH at two axial

ocations ( x/D jet = 10 , 11 ) around the flame base for Cases 2 and

. These two locations correspond to regions where both mixing

nd chemical reactions leading to ignition are important. When

he central fuel jet entrains hot oxidizer coflow, mixing is domi-

ant at x/D jet = 10 as seen by the scatter points distributed close

o the mixing line. However, there are some points away from

he mixing line indicating limited ignition behavior. As the core

f the fuel jet breaks down, the mixture fraction of fuel-rich side

t x/D jet = 10 decreases from Z = 1 to values between Z ∼ 0.9 and

 ∼ 0.8, such that autoignition events happen. At x/D jet = 11 , one

iameter above the lift-off height, it is interesting to find that the
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Fig. 21. Conditional mean of temperature near the flame base. 

Fig. 22. Conditional mean of Y OH near the flame base. 

d  

i  

w  

fl  

t  

F  

d  

o  

t  

e  

o  

t  

i  

d  

e  

c

5

 

t  

b  

d  

c  

c  

c  

t  

c  

T  

W  

t  

t  

u  

t  

t  

t  

a  

s  

c  

i  

g  

u  

R  

R  

m  

H  

d  

w  

i  

h  
ata is scattered throughout the zone enclosed by the pure mix-

ng line and fast chemistry limit. In a time-averaged sense, this

ould imply the existence of a thickened flame brush near the

ame base. In this region, it is likely then that subgrid fluctua-

ions will play a role in establishing the flame. It is apparent from

ig. 21 that considering differential diffusion can increase the con-

itional temperature which is consistent with the good prediction

f unconditional temperature shown in Fig. 9 . Figure 22 shows that

he conditional mean of Y OH is considerably increased when differ-

ntial diffusion effects are included, resulting in the lift-off height

f H / D jet ≈ 10. It is seen that the prediction of Y OH is very sensitive

o differential diffusion effect in the present LES/PDF study, which

s consistent with the prediction mean Y OH in Fig. 15 . The above

iscussions indicates the enhanced PDF model that includes differ-

ntial diffusion and local dynamic model for mixing time-scale is

apable of capturing the small-scale ignition behavior. 

.4. Sensitivity of lift-off height to coflow temperature 

Due to the importance of coflow temperature on the igni-

ion process, the lift-off height is highly sensitive to the coflow

oundary conditions. Previous experiments and simulations have

emonstrated that even 60–100K difference in coflow temperature

an triple the lift-off height [23,45] . To verify that the LES/PDF

alculations are able to reproduce this sensitivity, a number of
ases with different coflow temperatures were computed, and

he results are shown in Fig. 23 . The simulations used models

orresponding to Case 2 and Case 3 with a jet velocity of 107 m/s.

he three sets of experimental data, obtained by Cabra et al. [10] ,

u et al. [45] , and Gordon et al. [26] , were measured at different

imes with different thermocouples, and the differences between

he experimental data are within the expected error due to the

ncertainty in the temperature measurement which, at these

emperatures, is of the order of 30 K [10] . Figure 23 shows that

he flame is essentially attached to the burner when the coflow

emperature is larger than 1080 K. Lifted flames can be observed

s the temperature decreases from 1080 K. The lift-off height

trongly depends on the coflow temperature such that a slight

hange in coflow temperature can result in a considerable increase

n the lift-off height. It is found that the present predictions are

enerally consistent with the most recent results obtained by an

nsteady flamelet/progress variable (UFPV) approach within the

ANS framework [15] . It is noted that the coflow temperature in

ef. [15] is increased to 1062 K to match the experimental data

easured by Cabra et al. [10] , but in this work the lift-off height

 / D jet ≈ 10 is accurately predicted by including the differential

iffusion effect (Case 3) at the coflow temperature of 1405 K

ithout any adjustment. In previous simulations [23,24,26,49,52] ,

n order to obtain the same lift-off height the coflow temperature

ad to be reduced to about 1030 K. Comparisons between Cases
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Fig. 23. Measured and predicted lift-off height as a function of coflow temperature. 

Measurements of Cabra et al. [10] (diamond); Wu et al. [45] (open circle); Gor- 

don et al. [26] (open triangle); Predictions of Cao et al. [23] (pentagram); Patward- 

han et al. [52] (symbol X); Stankovic et al. [55] (hexagram); Naud et al. [15] (solid 

square); present study Cases 2 (solid triangle) and 3 (solid circle). 
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2 and 3 shows that accounting for the differential diffusion de-

creases the lift-off height, which results in good agreement with

measurements by Gordon et al. [26] . This indicates that differential

diffusion has an effect on the lift-off height. 

6. Conclusions 

LES/PDF computations of autoignition in lifted turbulent flames

were performed. The PDF method was extended to account for

differential diffusion effect, while a dynamic scalar mixing time-

scale was used to describe small scale mixing. The ISAT algo-

rithm was applied to accelerate the chemistry calculations. The

autoignition-stabilized H 2 /N 2 lifted turbulent flames in the vitiated

coflow burner were studied using the LES/PDF/ISAT approach. The

flame sensitivity to differential diffusion and scalar mixing time-

scale were thoroughly assessed. The following conclusions can be

drawn based on these studies: 

• Compared to the standard IEM model in the PDF method, the

IEM model with differential diffusion and dynamic model for

scalar mixing time-scale provides better predictions of the ma-

jor species mass fractions, temperatures and lift-off heights of

the lifted turbulent flames. 

• The predictions of temperatures, species mass fractions, and

lifted-off height are very sensitive to differential diffusion. It is

found that H and H are two critical species that play a domi-
2 

Fig. A.24. Radial profiles of mean density at different axial locations for 
nant role in this flame due to their high diffusivity and impor-

tance in the chain initiation and branching reactions. 

• Although the dynamic model for mixing time-scale removes the

need to specify the value of model constant in the IEM model,

it only slightly improves the predictions than using the optimal

value of model constant. Nevertheless, the dynamic approach

is robust and cost-effective, since the optimal value can be de-

termined only based on multiple simulations and comparisons

with experimental data. 

• The presence of differential diffusion enhances autoignition

events near the base of the flame, which is the key mechanism

by which flame stabilization is achieved. However, the presence

of differential diffusion makes the flame narrower in physical

space, which is consistent with the experimental data as well.

This is mainly due to localized heat release that increase fluid

viscosity/diffusivity, which reduces turbulent fluctuations. 

Given these results, this enhanced LES/PDF/ISAT approach is

een as a promising tool for modeling similar flame configura-

ions where small-scale molecular transport, turbulent mixing, and

inetics are all important. For instance, flames operating in the

ILD combustion regime, flames with local extinction and operat-

ng close to blowout will benefit from this modeling approach. To

urther demonstrate the robustness of the enhanced LES/PDF/ISAT

pproach, it is necessary to perform such comparisons with exper-

ments for a range of lifted flames, and this will be the focus of

uture work. 
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ppendix A. Consistency between LES and PDF mean density 

Unlike the coupling algorithm proposed by Popov et al. [71] ,

here is no relaxation term in the present scalar transport equation

hat is used to calculate density. The consistency between LES and

DF mean fields obtained by using present coupling algorithm has

een validated in [43,62] . To verify the performance of the present

oupling algorithm, radial profiles of mean density at different ax-

al locations for Case 3 are plotted in Fig. A.24 . It is seen that the
Case 3. solid lines: LES calculations; dashed lines: PDF calculations. 

http://dx.doi.org/10.13039/501100004543
http://dx.doi.org/10.13039/100000001
http://dx.doi.org/10.13039/501100001809
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Fig. B.25. Time-averaged radial profiles mixture fraction (top), temperature (middle), and mass fraction of OH (bottom) computed using three different grids for Case 3. 

Fig. C.26. Radial profiles of time-averaged temperature and mass fraction of H 2 at different axial locations for Case 1. 
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ensity calculations from LES and PDF are in good agreement. The

light discrepancy is due to the different numerical errors involved

n the LES and PDF implementations. The numerical consistency of

he density from LES and PDF makes the present two-way coupling

lgorithm acceptable for the particular lifted flame. 

ppendix B. Effect of grid resolution 

In order to understand the role of spatial resolution on

hese results, the effect of filter width on the profiles is pre-
ented here. Note that a change in grid spacing effectively al-

ers the relative importance of sub-filter and resolved scales.

ore importantly, at relatively coarse scales, the influence of

umerical errors increases, leading to a corruption of the re-

olved fields [74–76] . Further, strong velocity and scalar gradi-

nts are inadequately resolved. Hence, a minimum grid reso-

ution is needed to ensure that such numerical effects do not

ominate the simulation results. Figure B.25 shows the time-

veraged statistics at four axial locations x/D = 8 , 10 , 11 , and 14 for

ase 3. 
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Fig. C.27. Radial profiles of time-averaged C −1 
Z 

(which is dynamically-determined C φ ) at different axial locations for Case 2. 
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Three sets of grids are considered in the simulations, of sizes

N x × N r × N θ = 120 × 72 × 32 , 192 × 108 × 32, and 320 × 180 ×
32 in axial, radial, and azimuthal directions, respectively. It is seen

that the results from the baseline (192 × 108 × 32) and finest (320

× 180 × 32) grids are in good agreement with experimental data,

especially for scalar fields. In contrast, the results from the coarse

grid (120 × 72 × 32) are significantly different from the experi-

mental results. This comparison demonstrates that the results ob-

tained with the baseline grid are accurate enough (numerically) to

analyze the effect of differential diffusion. 

Appendix C. Effect of C φ

To evaluate the sensitivity of the predictions to the values of C φ ,

the radial profiles of time-averaged temperature and mass fraction

of H 2 at different axial locations for Case 1 are shown in Fig. C.26 .

It is seen that the value of the mixing constant C φ has a rela-

tively small effect on the predictions. For the particular flame that

is largely chemically controlled, the computed results obtained us-

ing different values of C φ are almost identical. There is minimal

change once C φ ≥ 10. We use this as the choice for optimal value

for the coefficient. 

To assess the effect of dynamically-determined C φ (i.e., C −1 
Z 

), we

first examine the radial profiles of time-averaged C −1 
Z 

at different

axial locations for Case 2 in Fig. C.27 . It is seen that the value of

 

−1 
Z 

deviates evidently from 2 which is typically adopted in the

modeling of conditional mixing term in Eq. (7) . Figure C.27 shows

that in the near field at x/D jet = 1 , the variation of the value of

 

−1 
Z 

with radial location is evident inside the mixing layer between
entral jet and coflow stream. At progressive downstream locations

 x/D jet = 1 , 8 , 14 , 26 ), the value of C −1 
Z 

becomes closer to the opti-

al value of 10 inside the mixing layer, and it tends to 20 outside

f the mixing layer. C −1 
Z 

reaches the maximum value in the laminar

ow region outside of the mixing layer. It is expected that using

he dynamically-determined C φ can not only remove the need to

pecify the value of model constant but also more accurately and

ost-effectively represent the mixing time-scales of reactive scalars.

evertheless, Figs. 5 and 6 show that accounting for the dynamic

ixing time-scale model only slightly improves computed results

n the present study. This can be attributed to the observation that

arge values of C −1 
Z 

are located outside the mixing layer where the

MS mixture fraction is zero. 

ppendix D. Results at x/D jet = 26 

Radial profiles of time-averaged and RMS mixture fraction, tem-

erature, and mass fractions of H 2 and OH at x/D jet = 26 are il-

ustrated in Fig. D.28 . It is seen that the computed and measured

ean and RMS profiles are in good overall agreement for Case

. Similar to results at x/D jet = 8 , 10 , 11 , 14 , the mixture fraction

rofiles are insensitive to the differential diffusion, since in the

resent study we assume that the mixture fraction is a conserved

calar and that the source term due to differential diffusion in the

ransport equation of mixture fraction is neglected. The mean tem-

erature and mass fraction of OH for Case 2 are underpredicted

n the mixing-region between central jet and coflow stream. This

nderprediction is due to that fact that differential diffusion can-

ot be adequately presented by the conventional IEM model for
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Fig. D.28. Radial profiles of mean and RMS fluctuations of mixture fraction, temperature, and mass fractions of H 2 and OH at x/D jet = 26 for Cases 2, 3 and 4. 
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ase 2. On the other side, Case 3 yields considerably improved

redictions, especially in the shear layer between coflow and jet

tream. Similar to Case 2, the mean temperature of Case 4 is also

nderpredicted, which demonstrates that H and H 2 are two criti-

al radicals that play an important role in differential diffusion ef-

ect. The higher mean values of H 2 predicted for Case 2 are consis-

ent with the discrepancies in the prediction of mean temperature.

hile mean predictions are in very good agreement with exper-

mental data, slight overpredicitions of RMS temperature and H 2 

re observed. Since the grid used here is stretched in the axial di-

ection, the filter width increases with downstream distance. This

lightly degrades the accuracy of the models as well as the numer-

cal schemes. 

The above comparison analysis shows that the effect of differ-

ntial diffusion is not negligible and that accounting for molecular

ransport can significantly improve the predictions of mixture frac-

ion, temperature, and species mass fractions. Moreover, it is found

hat H and H 2 are responsible for the differences in predictions of

ases 3 and 4. 
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