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#### Abstract

Flame particles (FP) are massless, virtual particles which follow material points on the flame surface. This work presents a tracking algorithm for FPs which utilizes barycentric coordinates. The methodology can be used with any cell shape in the computational mesh and allows computationally fast spatial interpolation as well as efficient determination of the intersection of FP trajectories with iso-surfaces. In contrast to previous flame particle tracking (FPT) approaches, the code is fully parallelized and can therefore be used in-situ during the simulation. It also includes fully parallelized computation of flame consumption speed by integrating reaction rates along a line normal to the flame surface at each FP position. Direct numerical simulations of laminar pulsating premixed hydrogen-air Bunsen flames serve as validation cases and showcase the added value of tracking material points for studying local flame dynamics. Exciting the inlet flow harmonically with frequencies equal to the inverse flame time scale leads to a pulsating mode where the flame front is corrugated. Ten times higher frequencies nearly resemble the steady state solution. The FPs are seeded along the flame surface and are used to track the unsteady diffusive, convective and chemical contributions at arbitrary points on the flame front over time. Their trajectories reveal a phase shift between the unsteady flame stretch rate and local flame speed of the order of 0.1 flame time scales for rich hydrogen flames. This is caused by a time delay between straining and stretch due to curvature. The reason is that diffusive processes follow the time signal of curvature while chemical processes are most strongly affected by the straining rate, which


[^0]dominates the high Lewis number hydrogen flames investigated. This time history effect may help to explain the large scattering in the correlation of local flame speed with flame stretch found in turbulent flames. © 2020 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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## 1. Introduction

The interaction of flames with turbulent flows is a highly complex phenomenon due to the large number of relevant time and length scales of many physical processes. Therefore, it is often described by global quantities like integral length and time scales or turbulent flame speed. When it comes to local flame dynamics, however, statistical descriptions are usually utilized, like the correlation between local flame speed and flame stretch. These often show a large scattering, although the same correlation in laminar steady-state flames yields a unique relation between each value of flame stretch and flame speed [1].

In order to study local flame dynamics in more detail and gain more information from direct numerical simulation (DNS), a Lagrangian viewpoint can be employed. In this work, we apply the flame particle tracking (FPT) methodology [2]. FPT is a Lagrangian method, where infinitely small, massless, virtual particles, that do not interfere with the flame or flow, are tracked during the simulation. These particles, called flame particles (FP), follow material points on the flame surface [3]. Their trajectories give insight into the time evolution of local flame dynamics. The method known as FPT was introduced by Chauduri [2,4] and Uranakara et al. [5]. They used FPs to study the correlation of local displacement speed with curvature and strain rates on temperature iso-surfaces using data from DNS of turbulent flames. The same methodology was used by Dave et al. [6], but in their work, the particles are tracked backwards in time. In this way, the FPs can be used to track the evolution of flame surface area. Chauduri [7] studied Bachelor's pair dispersion law for FPs in turbulent flames. Uranakara et al. [8] used FPT to create ensemble statistics of displacement speed and curvature in ignition kernels in turbulent flows. These works all were limited in the number of FPs, because the FPT methodology was implemented as a postprocessing step. For example, in [2], Matlab is utilized for the post-processing of the DNS data. This requires to store large amounts of data with time steps in high frequency and also limits the utilization of parallel computer hardware.

Other authors used Lagrangian methods for studying local flame dynamics recently as well: Hamlington et al. [9] studied fluid particles mov-
ing with the fluid flow to investigate residence times and path lengths of the particles in turbulent flames. Another study involving fluid particles was done by Towery et al. [10] who tracked chemical modes in highly turbulent flames. Scholtissek et al. [11] used Lagrangian tracking to recover unsteady flamelet histories from turbulent flames. Zheng et al. [12] tracked the evolution of flame surface area elements in turbulent flames to study the statistics of principal curvature and surface area ratio evolution. Similarly, Yang et al. [13] investigated the evolution of Lagrangian surfaces in turbulent flows and Oster et al. [14] tracked the deformation of flame surface micro-patches. In an even earlier work, Sripakagorn et al. [15] used flame element tracking to gain insight into reignition events.

Because all previous FPT approaches were implemented as a post-processing step, we present a fully parallelized FPT implementation in this work, which gains additional computational efficiency and flexibility due to the use of barycentric coordinates, and can be used in-situ during the simulation. In all aforementioned works, local flame speed has been evaluated in terms of the displacement speed. In some cases, the consumption speed represents a physically more meaningful quantity because it measures the consumption of fuel across the whole thickness of the flame front. The displacement speed can be calculated at each position in the flame front based on the local mixture composition. The consumption speed, however, requires the integration of reaction rate of e.g. the fuel species along a line normal to the flame front. Doing this on a large number of points is computationally expensive. Therefore, a fully parallelized in-situ computation of the consumption speed is presented as well. The implementation details are given in Section 2.

The main focus of this work lies on introducing the novel, computationally efficient flame particle tracking (FPT) algorithm along with its mathematical basics and implementation, which is then further validated by means of oscillating laminar flames similar to a previous work [1]. The flame dynamics of highly transient laminar flames can help to explain and interpret the more complex phenomena in turbulent flames. Therefore, DNS of pulsating laminar Bunsen flames are carried out in Section 4 to validate the implemented approach and study local time history effects. Additionally,


Fig. 1. (a) Iso-surfaces at two different times $t_{1}<t_{2}$. A point on the iso-surface can be tracked by using a FP, which is shown as red sphere and moves with the velocity $\vec{w}$. (b) Consumption speed is computed by tracking two additional virtual particles in positive and negative normal direction, summing up the reaction rates along the line.
the usefulness of the FPT method for studying local flame dynamics is demonstrated by tracking chemical, diffusive and convective contributions along trajectories of material points on the flame surface together with the different components of flame stretch and displacement speed, which is not possible without the use of FPs. Choosing a laminar setup allows to study transiently stretched flames in a controlled manner with specific oscillation frequencies instead of the broad-band frequency spectrum present in turbulent flames. Nevertheless, first results for FPT on an iso-surface of a turbulent flame are given in S10 in the Supplementary materials.

## 2. Tracking algorithm

Flame particles (FPs) track material points on the flame surface. The flame surface is defined as an iso-surface of a scalar quantity, e.g. temperature or species mass fraction. Once a FP is seeded onto an iso-surface, it will stay on that iso-surface over time. By only looking at iso-surfaces representing the flame front at different times, it is not immediately clear which point on an iso-surface at time $t_{1}$ corresponds to which other point on an iso-surface at a later time $t_{2}$. The iso-surface of the flame front moves due to two effects: convection with the fluid velocity $\vec{u}$ and a velocity due to the burning of the fuel, the displacement speed $s_{d}$, which moves the iso-surface in its normal direction $\vec{n}$. The absolute movement velocity of the iso-surface $\vec{w}$ can therefore be expressed as
$\vec{w}=\vec{u}+s_{d} \vec{n}=\overrightarrow{u_{t}}+\overrightarrow{u_{n}}+s_{d} \vec{n}$
using the convention that $\vec{n}$ points towards the fresh gases. This method describes the movement of material points exactly and without assumptions and all quantities can be recovered from DNS data. The movement in normal direction is caused by $\vec{u}_{n}+s_{d} \vec{n}$, and the movement in tangential direction to the iso-surface is due to $\vec{u}_{t}$, where $\vec{u}_{n}=(\vec{u} \cdot \vec{n}) \vec{n}$
is the fluid velocity in normal direction and $\vec{u}_{t}=$ $\vec{u}-\vec{u}_{n}$ in tangential direction. This is illustrated in Fig. 1a. Therefore, $F P$ s move with $\vec{w}$, whereas the more commonly known fluid particles move only with $\vec{u}$.

In some cases, it is advantageous to compute the unit normal vector $\vec{n}$ from

$$
\begin{equation*}
\vec{n}=\left.\nabla\left(\frac{\Phi-\Phi_{\text {iso }}}{|\nabla \Phi|}\right)\right|_{\Phi=\Phi_{\text {iso }}} \tag{2}
\end{equation*}
$$

If evaluated on the iso-surface, this is equivalent to the more common definition $\vec{n}=\nabla \Phi /|\nabla \Phi|$. However, using Eq. (2) ensures that $\nabla \times \vec{n}=0$. This makes computation of some stretch contributions easier, because it is guaranteed that $\nabla_{t} \cdot \vec{a}_{t}=\nabla \cdot \vec{a}_{t}$, where $\nabla_{t}$ is the tangential gradient and $\vec{a}_{t}$ an arbitrary vector tangential to the flame surface (see also the Supplementary material for the derivation).

In the most simple case, the position $\vec{p}$ of a material point on the new iso-surface can be found by $\vec{p}\left(t_{1}+\Delta t\right) \approx \vec{p}\left(t_{1}\right)+\vec{w} \Delta t$, where $\Delta t$ is the time step. This methodology is the same for laminar and turbulent flame cases. However, especially for turbulent flames, the particle movement should be computed using a predictor-corrector step, RungeKutta integration or special higher order interpolation methods to achieve sufficient accuracy. A more detailed discussion on this topic can be found in [5,16,17].

Because the FP stays on the iso-surface of an arbitrary scalar $\Phi$ it fulfills the conditions
$\frac{\partial \Phi}{\partial t}+\vec{w} \cdot \nabla \Phi=0, s_{d}=-\frac{1}{|\nabla \Phi|} \frac{\mathrm{D} \Phi}{\mathrm{D} t}$
where $\mathrm{D} / \mathrm{D} t=\partial / \partial t+\vec{u} \cdot \nabla$. If a specie mass fraction $\Phi=Y_{k}$ is chosen for the iso-surface, the displacement speed can equivalently be computed as $s_{d}=\left(\nabla \cdot \overrightarrow{j_{k}}-\dot{\omega}_{k}\right) /\left|\rho \nabla Y_{k}\right|$, where $\overrightarrow{j_{k}}$ is the diffusive flux of specie $k$ and $\dot{\omega}_{k}$ its reaction rate.

In addition to tracking the FPs, another particle type is introduced for the computation of the con-


Fig. 2. (a) Arbitrarily shaped cell with cell center and FP inside. (b) Decomposition into tetrahedra. (c) Correction of the FP position onto the iso-surface.
sumption speed $s_{c}$ in terms of the fuel species $F$ :
$s_{c}=\frac{1}{\rho_{u}\left(Y_{F, b}-Y_{F, u}\right)} \int \dot{\omega}_{F} \mathrm{~d} n$
Here, $u$ and $b$ denote the fully unburnt and burnt state. At each position on the flame front, where a FP is located, two additional virtual particles are generated (yellow spheres in Fig. 1b). These are tracked in positive and negative normal direction to the flame front over a distance of the laminar flame unstretched thickness $\delta_{t h}^{0}$ in each direction. Because this is done in-situ, these virtual particles can hit the boundary between processes in the decomposed computational domain, so that they have to be transferred from one process to another. The tracking and movement between processes is done concurrently for all virtual particles, enabling the computation of $s_{c}$ on a large number of positions on the flame front without reducing the performance of the simulation significantly.

In this implementation, all virtual particles are tracked in barycentric coordinates. The position of each particle is given by the four-component vector $\hat{\lambda}=\left(\lambda_{0}, \lambda_{1}, \lambda_{2}, \lambda_{3}\right)^{T}$. First, each cell in the computational domain is decomposed into tetrahedra, where one vertex of the tetrahedra is always the cell center, and the other three are cell corner points. One advantage is, that any polyhedral shape can be uniquely decomposed into tetrahedra, so that the methodology also works on arbitrary unstructured grids. Fig. 2 illustrates this: in Fig. 2a, a polyhedral cell is shown with the cell center in the middle and a FP in the cell. In Fig. 2b, the cell is decomposed into tetrahedra, highlighting the tetrahedron made up by the points $a, b, c, d$ containing the FP. The barycentric coordinates $\hat{\lambda}$ represent the weights at the tetrahedron vertices, e.g. vertex $a$ is represented by $(1,0,0,0)^{T}, b$ by $(0,1,0,0)^{T}$ and so on. The barycentric weights fulfill the constraint
$\sum_{i=0}^{3} \lambda_{i}=1$

For an in depth discussion of barycentric coordinates, see [18]. Another advantage of the barycentric coordinate representation is, that interpolation of any quantity $\varphi$, e.g. temperature, at the FP position $\varphi_{p}$ can be done in a computationally efficient way:
$\varphi_{p}=\sum_{i=0}^{3} \lambda_{p, i} \varphi_{i}$
where $\lambda_{p, i}$ are the barycentric coordinates of the FP and $\varphi_{i}$ are the values of the scalar $\varphi$ at the four tetrahedron vertices. Because the Lagrangian tracking of the FP is subject to numerical errors, the FP will not be moved exactly on the iso-surface at the next time step after tracking. In order to avoid accumulation of numerical errors, the position of the FP is corrected after each time step so that it is positioned exactly on the iso-surface. In previous works [2,5], this was achieved by computing the isosurface globally and finding the intersection of the iso-surface with the FP trajectory via ray tracing, which is computationally demanding. In this work, the iso-surface is only determined within the tetrahedron, where the FP is located in. The intersection of the iso-surface with the FP trajectory can be determined analytically without the need for ray tracing. The FP position is corrected by $\vec{n} \Delta_{c}$ from Eq. (7), which is the shortest distance between the iso-surface and the FP.
$\Delta_{c}=\left(\mathbf{T} \hat{\lambda}_{p}\right) \cdot \vec{n}-\left(\mathbf{T} \hat{\lambda}_{\text {edge }}\right) \cdot \vec{n}$
T is the $3 \times 4$ matrix $(\vec{a} \vec{b} \vec{c} \vec{d})$ containing the Cartesian position vectors of the tetrahedron corners and $\hat{\lambda}_{p}$ is the position of the FP in barycentric coordinates. $\hat{\lambda}_{\text {edge }}$ is found by combining Eq. (5) with the description of the iso-surface $\Phi_{\text {iso }}=\sum_{i} \lambda_{i} \Phi_{i}$ according to Eq. (6). By identifying an edge of the tetrahedron that intersects the iso-surface (e.g. edge $b-c$ in Fig. 2c) and setting the two components of $\lambda_{\text {edge }}$ to zero corresponding to the tetrahedron corners not part of that edge (e.g. $\hat{\lambda}_{\text {edge }}=$ $\left.\left(0, \lambda_{1}, 0, \lambda_{3}\right)^{T}\right)$, the remaining two unknowns $\lambda_{1}, \lambda_{3}$
can be found with the help of the two equations (Eqs. (5) and (6)) and the correction vector $\Delta_{c}$ can be computed. If the intersection point lies in another tetrahedron, the particle is iteratively moved by $\Delta_{c}=\varepsilon\left(\Phi_{\text {iso }}-\Phi\right) \nabla \Phi|\nabla \Phi|^{-2}$ evaluated at the particle position until it enters the correct tetrahedron. $\varepsilon$ is an under-relaxation factor set to 0.9 .

The algorithm as described here is implemented in the open-source tool OpenFOAM [19], which provides a framework for particle tracking in barycentric coordinates. In a medium-scale DNS of a turbulent methane/air flame on a grid with 64 million cells using 500 CPU cores, 6 million FPs were added and tracked during the simulation. The overall computation time was increased by about $20 \%$. An animation of the turbulent flame case is included in the Supplementary materials. More information about the insitu tracking of the FPs, calculating $\vec{n}$ and $\vec{w}$, position correction onto the iso-surface, interpolation of arbitrary quantities at the FP position and parallel computation of the consumption speed can be found at vbt.ebi.kit.edu/index.pl/ specialtopic/DNS-Links. Note that the code is written in a general way to perform the particle tracking for any kind of iso-surface, not just for reactive flows.

## 3. Physical interpretation of FP movement

Surface flame stretch $K$ is usually expressed as
$K=\frac{1}{A} \frac{\mathrm{~d} A}{\mathrm{~d} t}=\nabla_{t} \cdot \vec{u}+s_{d} \nabla \cdot \vec{n}$
where $A$ is the area of an infinitesimal surface element on the flame front. An equivalent expression is [20]:
$K=\frac{1}{A} \frac{\mathrm{~d} A}{\mathrm{~d} t}=\nabla_{t} \cdot \vec{w}$
This is the same $\vec{w}$ from Eq. (1). Therefore, the movement of material points and by definition the trajectories of FPs are directly linked to flame stretch. FPs moving closer to each other signifies negative flame stretch and FPs moving away from each other positive stretch. Therefore, FPs tend to move toward regions with negative flame stretch which act as sink for flame surface area. This means that regions with strong negative stretch act as attractors for FPs. This effect can be observed in the animation of the turbulent flame case in the Supplementary materials. In [6], this effect is shown by starting out with equally spaced FPs, which after some time collect in regions with negative curvature or negative flame stretch, respectively. When taking ensemble probability density functions (pdf), this effect should be considered because otherwise the pdf will be skewed toward the negative stretch range.

## 4. Pulsating Bunsen flames

The implemented FPT methodology is employed in DNS of pulsating premixed hydrogen-air Bunsen flames. The aim is to show the added value of employing FPT by studying time history effects on the local flame dynamics, even in the context of laminar flames.

Pulsating laminar flames have been investigated by many authors in the past [21-28]. Many of the earlier works, however, used oscillating counterflow flames, which are not stretched due to curvature. In this work, all stretch components are included. Both lean $(\phi=0.5)$ and rich $(\phi=4)$ hydrogen-air flames are considered and the oscillation frequency is set to $f=0.1 / \tau_{c}, f=1 / \tau_{c}$ and $f=10 / \tau_{c}$, where $\tau_{c}$ is the time scale of the flame, determined from $\tau_{c}=\delta_{t h}^{0} / s_{l}^{0}$.

The domain is 2 D with rotational symmetry (Fig. 3). A center inlet for fresh gas with $T=300 \mathrm{~K}, p=1$ bar and prescribed equivalence ratio $\phi$, and a pilot with the burnt gas at the same $\phi$ in chemical equilibrium is used. Both inlets have parabolic velocity profiles. All dimensions of the domain are set as multiples of the flame thickness $\delta_{t h}^{0}=(\max (T)-\min (T)) / \max (\partial T / \partial n)$ and flame speed $s_{l}^{0}$, both of the unstretched freely propagating flame at the inlet conditions. Therefore, as the equivalence ratio changes in different simulations, the physical dimensions of the domain change as well. The maximum velocity is chosen to be $u_{\text {max }}=6 s_{l}^{0}$, resulting in Reynolds numbers between 500 and 1000 with respect to the fresh gas inlet for the investigated cases. The height of the domain is approximately 3 flame heights $h_{f}$ and the radius of the inlets are multiples of $\delta_{t h}^{0}$ as well. This has several advantages: flames with different equivalence ratio experience stretch rates of comparable Karlovitz number $K a=K \delta_{t h}^{0} / s_{l}^{0}$; the resolution of the mesh is equidistant $\Delta x=\Delta y=\delta_{t h}^{0} / 20$, ensuring that the flame is resolved with about 20 cells. Compared to the setup employed in a previous work [1], this setup has several advantages: only half a flame is included due to the symmetry, making the simulation more computationally efficient; radial symmetry instead of Cartesian symmetry causes higher stretch rate due to the curvature in circumferential direction; the hot pilot stabilizes the flame to allow for higher stretch rates.

This setup has several advantages over common laminar flame setups: the flame is stretched both positively and negatively and is also curved both positively and negatively. In the oscillating case, the flame is also transiently stretched by one frequency $f$. This is achieved by letting the velocity profiles at the inlet oscillate with $u_{y}=u_{y, \text { inlet }}(1+$ $0.5 \sin (2 \pi f t))$. Hydrogen has been chosen as fuel because it exhibits a strong Lewis number effect and therefore high sensitivity to flame stretch for lean mixtures $(L e \ll 1)$ and rich mixtures $(L e \gg 1)$.


Fig. 3. Computational domain with boundary conditions, dimensions, inlet profiles, grid resolution and the flame front as red line.

During the simulation, FPs are seeded onto the flame surface, shown in Fig. 3 as red circle. As explained in the previous section, material points on the flame surface will generally move from positive stretch regions to negative stretch regions. In this configuration, the tip is negatively stretched and the flame base positively, so that the FP move toward the flame tip. This can also be seen from the components of $\vec{w}$, shown in Fig. 3: in the stationary case, the FP does not move in the normal direction, because for any stationary flame, $\vec{u}_{n}=-s_{d} \vec{n}$. The remaining part of $\vec{w}$ is purely tangential, which is the tangential fluid velocity component pointing toward the flame tip, causing a movement of the FP upward.

The simulation is performed with an in-house DNS extension for OpenFOAM [19], which includes detailed chemical reaction mechanisms, in this case a hydrogen mechanism by Li et al. [29], and uses Cantera [30] to compute detailed diffusion coefficients. For more information, see [1,31,32]. The code uses the finite volume method, second order implicit time discretization and fourth order interpolation methods for spatial discretization. The total number of cells in the computational mesh is approximately 350000 .

Fig. 4 shows snapshots from the simulation of the $\phi=4$ case. At $f=0$ (left), the flame is in steady state. At the flame tip, the heat release rate $\dot{Q}$ is largest due to the tip being negatively stretched and $L e>1$. At $f=0.1 / \tau_{c}$, the flame oscillates as a whole, here depicted at the time with the largest flame height as 3D reconstructed hydrogen mass fraction iso-surface in the foreground and the heat release field at the highest and lowest point during the oscillation in the background (see also the animation in the Supplementary materials). At $f=1 / \tau_{c}$, the flame front becomes corrugated, as shown by the varying temperature values on the hydrogen iso-surface. For $f=10 / \tau_{c}$, the flame cannot follow the excitation anymore and the flame resembles the steady-state solution. This behavior is the same for all $\phi$.

For the lean case $(\phi=0.5)$ and $f=1 / \tau_{c}$ in Fig. 5, the wrinkles become more pronounced due to $L e \ll 1$. The flame shows the typical tip opening and quenching regions where the flame is strongly negatively curved. There is even island formation at the flame tip (animation in the Supplementary materials). Yellow spheres depict the FP which track material points on the iso-surface. The black line on the right shows the iso-surface that is tracked by


Fig. 4. Cutting plane in the back shows heat release rate $\dot{Q}$ of the $\phi=4$ flames excited by $f=0, f=0.1 / \tau_{c}, f=1 / \tau_{c}$ and $f=10 / \tau_{c}$ (left to right). In the foreground, 3D reconstructed iso-surfaces of $Y_{\mathrm{H}_{2}}=Y_{\mathrm{H}_{2} \text {, iso }}$ are depicted colored by temperature. For the $f=0.1 / \tau_{c}$, heat release contours in the background show the flame in its highest and lowest position during the oscillation. See also the animation in the Supplementary materials.


Fig. 5. Case $\phi=0.5$ and $f=1 / \tau_{c}$. Left: snapshot of the 3D reconstructed iso-surface of $Y_{\mathrm{H}_{2}}=Y_{\mathrm{H}_{2} \text {, iso. }}$. Right: Black line shows the $Y_{\mathrm{H}_{2}}=Y_{\mathrm{H}_{2}}$, iso iso-line. The FP are illustrated by yellow spheres. See also the animation in the Supplementary materials.
the FP, which in this work is always defined as the value of the hydrogen mass fraction $Y_{\mathrm{H}_{2} \text {, iso }}$, where the heat release rate has its maximum in an unstretched flame at the same $\phi$.

An example of the recorded trajectory of a FP tracking the $Y_{\mathrm{H}_{2} \text {, iso }}$ iso-surface is shown in Fig. 6. The sub-figures in the lower right corner show the height ( $y$ ) of the FP. It is seeded near the root of the flame and moves along the iso-surface to the tip over time. The contribution
terms to the mass fraction balance equation of hydrogen $\partial\left(\rho Y_{\mathrm{H}_{2}}\right) / \partial t+\nabla \cdot\left(\rho \vec{u} Y_{\mathrm{H}_{2}}\right)=-\nabla \cdot \vec{j}_{\mathrm{H}_{2}}+$ $\dot{\omega}_{\mathrm{H}_{2}}$ are recorded over time for one material point, where $\nabla \cdot\left(\rho \vec{u} Y_{\mathrm{H}_{2}}\right)$ is the convective term (conv) and the two terms on the rhs are diffusion (diff) and chemical source term (RR). At steady-state (left of Fig. 6), the flame stretch becomes more negative as the FP approaches the flame tip, leading to a reduced chemical reaction rate until the flame extinguishes because $L e<1$ at $\phi=0.5$. Since the


Fig. 6. Time signal on the steady-state flame (left) and $f=1 / \tau_{c}$ (right) for $\phi=0.5$. Sub-figures in the lower right corner show the $y$ position of the FP over time, which moves upward from the flame base to the tip. Along its trajectory, the contribution of the chemical source term ( - ), (negative) convection ( - ) and diffusion ( - ) are depicted over time. At steady-state (left), their sum (- - ) is zero.
case is in steady-state, the sum of the three contributions is zero. For the oscillating case (right of Fig. 6), the sum of the three contributions is not zero.

Fig. 7 shows time signals of different quantities from a single FP moving along the flame surface of an oscillating $\mathrm{H}_{2} /$ air Bunsen flame at $\phi=4$, $f=1 / \tau_{c}$ (third from the left in Fig. 4). Fig. 7a) shows time histories of the flame speed (consumption speed $s_{c}$ and displacement speed $s_{d}^{*}$ ) as well as the normalized total flame stretch $K a$. Blue dashed lines mark the times where peaks in $K a$ occur and the red dashed line shows peaks of the flame speed. It can be clearly seen that there is a time delay of about $0.25 \tau_{c}$ to $0.3 \tau_{c}$ between the flame stretch and the response of the flame in terms of $s_{c}$ and $s_{d}^{*}$ while staying in a moderately low stretch regime. In a previous work [1], this analysis was limited to the movement of the flame tip because it is the only point on the flame surface that can be tracked without FP. There, phase shifts between the local flow and the flame movement are of the order of $\mathcal{O}\left(0.1 / \tau_{c}\right)$ for rich hydrogen flames, which is consistent with the new findings.

In Fig. 7b), the normalized flame stretch $K a$ is split into its components $K a_{c}=s_{d} \nabla \cdot \vec{n} \tau_{c}$ and $K a_{s}=\nabla_{t} \cdot \vec{u} \tau_{c}$. Peaks of $s_{d}^{*}=s_{d} \rho / \rho_{u}$ and $s_{c}$ coincide with peaks of the aerodynamic straining $K a_{s}$ in time, while peaks of the flame stretch due to curvature $K a_{c}$ are shifted in time. This explains the time delay between the total flame stretch $K a$ and the flame speed $s_{d}^{*}$ and $s_{c}$ from Fig. 7a). Because the flame's curvature is negative for $t / \tau_{c}>1$, the black
dashed lines mark the negative peaks of $K a_{c}$, although they are strictly speaking half an oscillation period ahead compared to the other dashed lines. $s_{d}^{*}$ can be further split into $s_{d, R R}^{*}=-\dot{\omega}_{\mathrm{H}_{2}} /\left(\rho_{u}\left|\nabla Y_{\mathrm{H}_{2}}\right|\right)$ and $s_{d, \mathrm{diff}}^{*}=s_{d}^{*}-s_{d, \mathrm{RR}}^{*}$, where $s_{d, \mathrm{RR}}^{*}$ accounts for chemical reactions and $s_{d, \text { diff }}^{*}$ for diffusion. Fig. 7c) shows that the time signal of $s_{d, \mathrm{RR}}^{*}$ follows most closely the time signal of $K a_{s}$, while $s_{d, \text { diff }}^{*}$ follows $K a_{c}$ (this is also true for the tangential and normal components, not shown here). Because $s_{d, \mathrm{RR}}^{*}$ is the largest component of $s_{d}^{*}$ in this flame case, the time shift of the flame speed in Fig. 7a) can be explained. A similar result is found in Fig. 7d), where time signals of the convective, diffusive and chemical terms of the oxygen mass fraction balance equation are depicted. Here, the convective and chemical term follow the time signal of $K a_{s}$, while the diffusion term follows $K a_{c}$ more closely. The diffusion decreases with increasing negative curvature due to the defocusing of diffusive reactant fluxes. Because the reactive term is much larger than the diffusive contribution in this flame at the chosen iso-surface, convection mostly balances the chemical source terms and therefore shares the same time history. In conclusion, the time delay between total stretch rate and observed local flame speed (both in terms of $s_{c}$ and $s_{d}^{*}$ ) is caused by a time delay between $K a_{s}$ and $K a_{c}$ due to the different time scales of diffusion and chemistry. The flame's curvature most strongly affects diffusion while the chemical source term follows the aerodynamic straining, which dominates this flame.


Fig. 7. Time signals of one single FP moving along the flame to the tip for the case $\phi=4$ and $f=1 / \tau_{c}$ showing: a) $s_{d}^{*}=s_{d} \frac{\rho}{\rho_{u}}, s_{c}$ and Ka. b) Total flame stretch and its components. c) Reactive and diffusive contribution to $s_{d}$. d) Balance terms for the transport equation of $Y_{\mathrm{O}_{2}}$.

## 5. Conclusions

A computationally efficient flame particle tracking (FPT) implementation based on barycentric coordinates is introduced for tracking flame particles (FP) which follow material points on the flame surface. This allows fast interpolation of arbitrary quantities at the FP location and efficient position correction of the FP to the iso-surface. The methodology can also be used on unstructured meshes due to the decomposition of computational cells into tetrahedra. In contrast to previous works, the implementation is fully parallelized and can be used in-situ. An in-situ implementa-
tion of consumption speed calculation is included as well, which has not been considered in the previous works related to FP.

DNS of pulsating laminar Bunsen flames, including both positive and negative stretch, serve as validation for the method and demonstrate its ability to gain additional information by evaluating time-resolved data along trajectories of material points on the flame. Tracking material points in this case reveals that flame stretch and flame speed show a time shift of the order of $0.1 \tau_{c}$ for the considered case, so that the history of previously encountered flame stretch determines the current value of flame speed. This is caused by a time delay between the
aerodynamic straining and flame stretch due to curvature. It has been shown that the reason for this delay is that time signals of chemical processes follow the aerodynamic straining while diffusive processes have the same time evolution as the flame's curvature for the investigated $\mathrm{H}_{2} /$ air case with $L e>1$. Applying the FPT method to turbulent flames has revealed similar time history effects but their quantification is left for future work. These results can help to shed light on what the major influences on the local flame dynamics are and lead to a better understanding of global quantities such as the turbulent flame speed. The presented implementation has been shown to efficiently use the resources of high performance computers and can be applied to large-scale DNS.
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