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Abstract 

The Livengood-Wu (L-W) integral is popularly used to predict the occurrence of homogeneous autoigni- 
tion without heat and mass transport; yet it has not been used for non-homogeneous forced ignition which 

usually occurs in fire or explosion accidents. In this study, the forced ignition process caused by a hot spot in 

a flammable mixture is considered, and a method using the L-W integral is developed to predict the critical 
ignition temperature. In this method, the evolution of the temperature at the hot spot center is first obtained 

by solving the one-dimensional unsteady heat conduction equation. Then the L-W integral is evaluated based 

on the central temperature evolution and the corresponding homogenous ignition delay time. The critical ig- 
nition temperature is determined at the condition when the L-W integral reaches unity. The present method 

based on the L-W integral can reduce the computational cost by two to three orders compared to the tran- 
sient simulation considering detailed chemistry and transport. Different fuels including methane, hydrogen, 
n-heptane, and dimethyl ether are considered. The predicted critical ignition temperature based on the L- 
W integral is compared with that predicted by one-dimensional transient simulations considering detailed 

chemistry and transport. For hydrogen, the present method based on the L-W integral can accurately predict 
the critical ignition temperature. However, for the other three fuels, the predicted critical temperature is lower 
than that from detailed simulation. Such under-prediction is interpreted by the ratio between the time scales 
for ignition and mass diffusion. Nevertheless, the method based on the L-W integral can give a conservative 
prediction of the critical ignition temperature, which is important for fire safety considerations. Besides, the 
effects of low temperature chemistry (LTC) on hot spot induced ignition are examined. It is found that the 
hot spot induced ignition is mainly controlled by high temperature chemistry. 
© 2020 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Ignition is a thermal-chemical process where a
ammable mixture is brought to a state of rapid
ombustion [1] . Understanding ignition is impor-
ant not only for fundamental combustion research
ut also for fire safety control. Typically, there are
wo types of ignition: autoignition and forced ig-
ition. Autoignition is closely related to abnormal
ombustion (e.g., knocking) in internal combustion
ngines (ICEs) [2] . To predict the occurrence of 
utoignition in ICEs, Livengood and Wu [3] pro-
osed an integration method describing the pro-
ess of a mixture advancing towards ignition with
he accumulation of chain carriers. In the so-called
ivengood-Wu (L-W) integral, the reactivity of a

pecific mixture is represented by the inverse of ig-
ition delay. Successful autoignition occurs when
he value of the L-W integral reaches unity [3] .
ecently, the L-W integral has been extended for

uels with two-stage ignition [4 , 5] , and Zhao and
is coworkers [6 , 7] have developed the staged L-W

ntegral to evaluate and predict the two-stage au-
oignition behaviors of different primary reference
uels. Due to its simplicity and low computational
ost, the L-W integral has been widely used in the
rediction of autoignition in engines and other ig-
ition processes with varying thermodynamic con-
itions [2 , 8–12 ]. 

A typical forced ignition scenario is hot spot in-
uced ignition in a flammable mixture, which is a
ajor fire hazard that occurs at many situations,

specially in mining, manufacturing, and aviation
ectors [13] . A hot spot can be generated by poten-
ial ignition sources including hot droplet, hot par-
icle, hot surface, and local spark. When the tem-
erature of the hot spot is above certain critical
alue, successful ignition can be induced which may
ause subsequent flame propagation, deflagration
o detonation transition or even catastrophic explo-
ion under certain conditions. Moreover, hot spot
nduced ignition is closely related to the so-called
pot fire which can cause extensive damage to build-
ngs, land and lives [14–16] . Therefore, predicting
he critical ignition temperature of hot spot in-
uced ignition is extremely important for fire safety
onsiderations. 

Due to the large temperature gradient between
he hot spot and the surrounding bulk mixtures,
emperature in the hot spot decreases through heat
onduction. Following the Semenov criterion [17] ,
uccessful hot spot induced ignition occurs only
hen the chemical heat release rate is higher than

he conductive heat loss rate. Therefore, the hot
pot induced ignition is controlled not only by
hemical reactions but also by heat transfer [1 , 18] .

oreover, preferential diffusion and radical loss
ssociated with mass transfer can also change the
ocal equivalence ratio and chemical reactivity in
he ignition kernel [19] , which further complicates
he ignition process triggered by a hot spot. The
critical ignition temperature of the hot spot can
be predicted through transient simulations consid-
ering detailed chemistry and transport. However,
such simulation is very time consuming, especially
for fuels with large chemistry. Due to its low com-
putational cost and satisfactory predictability, the
L-W integral has been widely used for homogenous
autoignition, where heat and mass transfer is ab-
sent. In the current work, for the first time, the L-
W integral is used to understand and predict forced
ignition caused by a hot spot. 

The objective of this study is to develop a
method based on the L-W integral to predict the
critical ignition temperature of hot spot induced ig-
nition. The predicted critical ignition temperature
for different fuels will be compared with those from
one-dimensional transient simulations considering
detailed chemistry and transport. The limitation of 
the present method based on the L-W integral will
be discussed. Besides, the effects of low tempera-
ture chemistry (LTC) on hot spot induced ignition
will be examined for typical conditions concerning
fire safety. 

2. Model and methods 

Here we consider the forced ignition process
caused by a hot spot in a static fuel/air mixture with
the initial temperature of T 0 = 300 K. The pressure
is fixed to be P = 1 atm. Different fuels including
methane, hydrogen, n-heptane, and dimethyl ether
(DME) are considered. Spherical symmetry is as-
sumed and thereby the problem is one-dimensional
in a spherical coordinate. The hot spot is repre-
sented by the following initial temperature distri-
bution: 

T (r, t = 0) = ( T H 

− T 0 ) exp 

[
−

( r 
R 

)M 

]
+ T 0 (1)

where T H 

is the central temperature of the hot spot,
R characteriz es the siz e of the hot spot and M is a
geometric parameter. A Gaussian distribution with
M = 2 is considered here unless otherwise speci-
fied. For a given value of hot spot size, R , there
exists a critical ignition temperature, T H, min , such
that successful ignition occurs only for T H 

> T H, min .
This critical ignition temperature is obtained and
compared by two methods: one is based on the de-
tailed simulation of the transient 1D ignition pro-
cess while the other is based on the application of 
the L-W integral. These two methods are intro-
duced below. 

2.1. Detailed simulation of the hot spot induced 
ignition 

The transient simulation of hot spot induced
ignition process is conducted using the in-house
code A-SURF [20–22] . The conservation equa-
tions for all species, momentum, and total energy
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Fig. 1. Evolution of temperature distribution for (a) suc- 
cessful ignition with TH = 1820 K and (b) ignition failure 
with TH = 1810 K in a stoichiometric CH4/air mixture 
with R = 2 mm and M = 2. The red lines represent initial 
temperature distributions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Change of the central temperature and H mass 
fraction with time for two cases considered in Fig. 1 . 
are solved using the finite volume method. De-
tailed chemistry and transport are considered and
CHEMKIN packages [23] are utilized to calculate
the detailed thermal-transport properties and re-
action rates. Well-validated chemical mechanisms
adopted from the literature are used for hydrogen
[24] , methane [25] , n-heptane [26] and DME [27] ,
respectively. The mixture-averaged model is used to
evaluate the mass diffusivities for different species.
A-SURF has been successfully used in simulations
of ignition [28 , 29] , flame propagation [30 , 31] , and
detonation development [32–34] . Details of gov-
erning equations and numerical schemes used in A-
SURF are presented in Refs. [20–22] . 

The computational domain radius is
R W 

= 50 cm. Zero flow speed and zero gradients
of mass fractions and temperature are enforced at
both boundaries, r = 0 and r = R W 

. An initially
static homogeneous fuel/air mixture with specified
equivalence ratio, φ, and the initial temperature
distribution given by Eq. (1) is considered. Adap-
tive mesh refinement with the smallest mesh size of 
32 μm is used, where grid convergence is achieved
to ensure numerical accuracy. 

A typical temperature profile history during
hot spot induced methane/air ignition is shown
in Fig. 1 . It is seen that for successful ignition
with T H 

= 1820 K > T H, min , heat conduction re-
sults in an initial temperature drop around the hot
spot. Subsequently, the local temperature increases
abruptly due to strong exothermic reactions and the
flame kernel can successfully propagate outwardly
in a self-sustained manner. For T H 

= 1810 K < 

T H, min as shown in Fig. 1 (b), the temperature within 

the hot spot always decreases since the chemical 
heat release rate is lower than the rate at which heat 
is conducted away from the hot spot. Consequently, 
ignition fails for T H 

= 1810 K. 
Fig. 2 plots the evolution of central temper- 

ature and H mass fraction during the hot spot 
induced ignition process. For T H 

= 1820 K, an 

abrupt increment is observed for both temperature 
and H mass fraction. Therefore, an ignition de- 
lay time, τ ig, Detailed , can be determined for the hot 
spot induced ignition (see the vertical dashed line in 

Fig. 2 ). For T H 

< T H, min , the central temperature de- 
creases monotonically and the H radical pool can- 
not be built up, indicating ignition failure. There- 
fore, whether successful ignition is achieved or not 
can be determined by the evolution of central tem- 
perature, T C . Then the critical ignition temperature, 
T H, min , can be obtained by the method of trial-and- 
error from detailed simulation with error within 

±5 K. 

2.2. Prediction method using the Livengood-Wu 
integral 

In the preceding section, the critical ignition 

temperature is obtained through transient simula- 
tion considering detailed chemistry and transport. 
To reduce the computational cost, an alternative 
method using the L-W integral is proposed here to 

predict the critical ignition temperature. The L-W 

integral is defined as [3] : 

I = 

∫ t 

0 

dt 
τig ( t ) 

(2) 

where τ ig is the ignition delay at specific conditions. 
For hot spot induced ignition, the central tem- 

perature is the highest before strong exothermic 
reactions occur. Therefore, in the L-W integral, 
Eq. (2) , τ ig is the ignition delay at the center (i.e. 
r = 0) of the hot spot whose temperature is T C . 
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Fig. 3. Change of the central temperature with time in 
a stoichiometric CH4/air mixture with TH = 1700 K, 
R = 2 mm and M = 2. 
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Fig. 4. Change of the L-W integral (based on the central 
temperature from solving the heat conduction equation) 
with time for different hot spot temperature in a stoichio- 
metric CH4/air mixture with R = 2 mm and M = 2. The 
symbols denote the hot spot induced ignition delay based 
on the requirement of I = 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

s shown in Fig. 2 , the central temperature, T C ,
hanges with time. During the induction period,
he chemical heat release is nearly negligible and so
s the convection and pressure increment induced
y thermal expansion. Consequently, the evolution
f the central temperature, T C ( t ) = T ( r = 0, t ), can
e approximately obtained by solving the following
D unsteady heat conduction equation: 

∂T 

∂t 
= 

1 
r 2 

∂ 

∂r 

(
r 2 α

∂T 

∂r 

)
(3)

here α is the thermal diffusivity of the mixture,
epending on temperature and local fuel/air mix-
ure composition. The initial condition is given by
q. (1) and the boundary conditions are 

 = 0 : 
∂T 

∂r 
= 0 ; r = ∞ : T = T 0 (4)

Fig. 3 shows the central temperature T C ob-
ained from the numerical solution of Eq. (3) . The
esults from detailed simulation using A-SURF for
on-reactive flow are shown together for compar-

son. It is observed that T C from detailed simula-
ion decreases more rapidly. This is primarily due
o the extra heat loss caused by convection, which
s neglected in Eq. (3) . The difference is shown to
ncrease with time. When T C decreases to 800 K,
he maximum difference is 100 K. It is noted that
gnition delay increases greatly when the tempera-
ure decreases, and that the main contribution to
he L-W integral in Eq. (2) is the ignition delay at
elatively high temperature (above 1000 K). There-
ore, the over-prediction of the central temperature
y Eq. (3) has little effect on the value of the L-W

ntegral, as can be seen subsequently in Fig. 6 . 
After the central temperature is obtained from

olving Eq. (3) , the corresponding ignition delay,
ig ( t ) = τ ig ( T C ( t )), can be obtained from 0D sim-
lation of the constant-pressure homogenous igni-
ion process considering detailed chemistry. Then
the L-W integral can be obtained from numeri-
cal integration of Eq. (2) with τ ig ( t ) = τ ig ( T C ( t )).
Note that the 0D simulation is decoupled from
Eq. (3) since the ignition delay is only a function of 
temperature. 

Fig. 4 shows the change of the L-W integral
with time during hot spot induced ignition in a stoi-
chiometric CH 4 /air mixture. At the beginning with
t < 0.5 ms, the L-W integral increases rapidly with
time. Then the increment becomes smaller due to
decreases in the central temperature as shown in
Fig. 3 . Eventually the L-W integral remains nearly
constant for t > 1.5 ms. The ignition delay time for
the hot spot induced ignition, τ ig,H 

, is defined based
on the requirement of I = 1 and it is represented by
the vertical dashed lines in Fig. 4 

The ignition delay time for the hot spot in-
duced ignition, τ ig,H 

, can be calculated for differ-
ent hot spot temperature, T H 

, as shown in Fig. 5 .
Finally, the critical ignition temperature, T H, min , is
determined since τ ig,H 

approaches infinity for T H

< T H, min (see the vertical dashed line in Fig. 5 ). As
in the current case, T H, min corresponds to a value of 
1705 K, which is about 100 K difference from the
method identified in Fig. 1 using detailed simula-
tion. 

In a brief summary, the L-W approach for the
identification of critical ignition temperature from
hot spot induced ignition, T H, min , includes the fol-
lowing steps: First, the evolution of the tempera-
ture at the hot spot center, T C = T C ( t ) is obtained
by solving the one-dimensional unsteady heat con-
duction equation, Eq. (3) . Then the L-W inte-
gral, Eq. (1) is evaluated based on the homoge-
nous ignition delay time corresponding to the cen-
tral temperature evolution, τ ig ( t ) = τ ig ( T C ( t )). The
ignition delay time for the hot spot induced ig-
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Fig. 5. Change of the ignition delay with hot spot temper- 
ature in a stoichiometric CH4/air mixture with R = 2 mm 

and M = 2. The vertical dashed line represents the mini- 
mum hot spot temperature for successful ignition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Change of the critical ignition temperature with 
hot spot radius for a stoichiometric CH4/air mixture. Dk 
is the mass diffusivity of the species and Dk = 0 (Dk � = 0) 
corresponds to the case that the mass diffusivities of all 
species are artificially set to zero (unchanged). 
nition, τ ig,H 

, is determined under the requirement
of unity L-W integral (see Fig. 4 ). Finally, the
critical ignition, T H, min , is determined by the fact
that τ ig,H 

becomes infinity for T H 

< T H, min (see
Fig. 5 ). The present method based on the L-W in-
tegral can reduce the computational cost by two
to three orders compared to the detailed tran-
sient simulation considering detailed chemistry and
transport. 

3. Results and discussion 

3.1. The critical ignition temperature 

The critical ignition temperatures for different
fuel/air mixtures and different hot spot features are
calculated from the above prediction method using
the L-W integral. To assess the performance of the
prediction method, the results are compared with
those from detailed simulation. 

Fig. 6 shows the change of the critical ignition
temperature for hot spot induced ignition, T H, min ,
with the hot spot radius, R , for a stoichiomet-
ric CH 4 /air mixture. It is observed that T H, min in-
creases substantially with the decrease of the hot
spot radius R . This is because the temperature gra-
dient and conductive heat loss are both larger for a
smaller hot spot radius. Similarly, for a larger geo-
metric factor of M = 10, the hot spot temperature
distribution is much flatter than that for M = 2, in-
dicating a larger excess energy of the hot spot and
smaller conductive heat loss from the center point.
Therefore, T H, min for M = 10 is always lower than
that for M = 2. 

The critical ignition temperature, T H, min , pre-
dicted based on the L-W integral is shown to be
lower than that from detailed simulation. One pos-
sible reason is that in the prediction method using
the L-W integral, only heat conduction is consid- 
ered, while mass diffusion of radicals away from 

the ignition kernel is neglected. This is the limi- 
tation of the present method. At the beginning, 
there is large temperature gradient in the hot spot, 
while the radical concentration and its gradient are 
expected to be small. Therefore, heat conduction 

dominates over mass diffusion. Nevertheless, the 
diffusion of radical produced during the induction 

period (i.e., t <τ ig,H 

) does prohibit successful igni- 
tion. This explains why the critical ignition tem- 
perature is under-predicted based on the L-W inte- 
gral. The under-prediction is expected to increase 
with the ratio between the time scales for ignition 

and mass diffusion. This ratio is B = τ ig,H 

/ τDiffusion , in 

which τ ig,H 

is the delay time for the forced ignition, 
and τDiffusion is the characteristic diffusion time. We 
have τDiffusion = R 

2 / D R (where D R is the mass diffu- 
sivity of the main radical, e.g., H atom) and thereby 
B = τ ig,H 

D R / R 

2 . With the decrease of hot spot ra- 
dius R , the ratio B becomes larger and therefore 
T H,min is more under-predicted by the method based 

on the L-W integral. This explains the large under- 
prediction of T H, min for R = 0.5 mm as shown in 

Fig. 6 . When the mass diffusivities of all species 
are artificially set to zero ( D k = 0), we have B = 0. 
Consequently, Fig. 6 shows that good agreement 
is achieved between T H, min predicted based on the 
L-W integral and that from detailed simulation 

with D k = 0. Note that when mass diffusion is 
not included in detailed simulation, successful ig- 
nition cannot be achieved for R < 3 mm. Besides, 
comparison between the solid and dashed lines in 

Fig. 6 indicates that over-prediction (see Fig. 3 ) of 
the central temperature, T C , by the unsteady heat 
conduction equation has little influence on the crit- 
ical ignition temperature, T H, min . 
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Fig. 7. Change of the critical ignition temperature with 
hot spot radius for H2/air mixtures with different equiva- 
lence ratios. 

Fig. 8. Change of the critical ignition temperature with 
hot spot radius for a stoichiometric nC7H16/air mixture. 
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Fig. 9. Comparison of critical ignition temperature from 

prediction based on the L-W integral, T H 

,min,L-W, with 
those from detailed simulations, T H 
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dashed lines denote the border of 10% deviation of 
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Fig. 10. Effect of LTC on the evolution of central temper- 
ature predicted by detailed simulation for a stoichiometric 
DME/air mixture with R = 2 mm and M = 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 shows the results for H 2 /air mixtures.
he critical ignition temperature from the predic-

ion method is shown to agree well with those
rom detailed simulations for R ≥ 1 mm. Compared
ith CH 4 /air mixtures, H 2 /air mixtures has much

horter forced ignition time, τ ig,H 

, due to the higher
eactivity of hydrogen. Consequently, compared to
H 4 /air, H 2 /air has lower ratio between time scales

or ignition and mass diffusion, B = τ ig,H 

D R / R 

2 , and
hereby more accurate T H, min , from the prediction
ethod based on L-W integral. Fig. 7 also shows

hat higher T H, min is required for richer H 2 /air mix-
ures. That is because for H 2 /air mixtures, the ther-
al conductivity and thereby the conductive heat

oss from the hot spot increases with the equiva-
ence ratio. Moreover, the reactivity of the fuel- rich
 2 /air mixture is also lower, which implies longer

uration of heat conduction process before igni-
ion, rendering ignition more difficult. 

Fig. 8 shows the critical ignition temperature
or nC 7 H 16 /air mixtures. Again, the critical ignition
temperature, T H, min , predicted based on the L-W
integral is shown to be about 100 K lower than that
from detailed simulation. Even when the mass dif-
fusivities are artificially set to zero ( D k = 0) in the
detailed simulation, difference is still observed be-
tween the two methods. Similar observations are
also obtained for DME/air mixtures. The cause for
such difference is not clear and deserves further
study. Nevertheless, the relative difference between
T H, min from prediction based on the L-W integral
and that from detailed simulation is within 10%. 

Fig. 9 compares all the critical ignition tem-
perature from prediction based on the L-W in-
tegral ( T H, min , L-W 

) and those from detailed simu-
lations ( T H, min , Detailed ). Generally, good agreement
is shown for critical ignition temperature below
2000 K. The difference becomes larger for higher
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Fig. 11. Effect of LTC on the L-W integral and ignition 
delay time at the corresponding central temperature from 

solving the heat conduction equation for a stoichiomet- 
ric DME/air mixture with TH = 1320 K, R = 2 mm and 
M = 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Effect of low temperature chemistry (LTC) on 
the critical ignition temperature for a stoichiometric 
DME/air mixture. 
critical ignition temperature, which corresponds to
smaller hot spot radius with larger effects of mass
diffusion. Besides, the large stretch rate also af-
fects the propagation of the expanding ignition
kernel, especially for mixtures with Lewis num-
ber apparently larger than unity [18] . Neverthe-
less, the method based on the L-W integral can
give a conservative prediction of the critical ig-
nition temperature, which is important for safety
considerations. 

3.2. Effects of low temperature chemistry 

For large hydrocarbons such as n-heptane and
DME, the low temperature chemistry (LTC) plays
an important role for homogeneous autoignition at
certain temperature range [35] . However, it is not
clear whether the LTC affects the hot spot induced
ignition. This is investigated in the following for
DME/air mixtures. 

We first consider detailed simulations with and
without LTC for DME/air mixture. Fig. 10 shows
that for successful ignition with T H 

= 1410 K, the
evolution of the central temperature, T C , is not
affected by LTC. For unsuccessful ignition with
T H 

= 1400 K, the LTC does affect the central tem-
perature for t > 5 ms and T C < 800 K. However,
at such low central temperature, the released heat
due to LTC is not sufficient enough to balance the
conductive heat loss and to prevent ignite failure.
Therefore, the LTC is expected to have little effect
on the critical ignition temperature. 

The effect of LTC on the L-W integral is shown
in Fig. 11 . Note that the central temperature of the
hot spot changes with time, T C = T C ( t ). Therefore,
the corresponding homogeneous ignition delay is a
function of time, τ ig = τ ig ( T C ( t )), which is also plot-
ted in Fig. 11 . It is seen that the ignition delay time
becomes larger when the LTC is not included. The
L-W integral becomes slightly larger when the LTC 

is included. Therefore, the critical ignition temper- 
ature, T H,min , from the method using the L-W inte- 
gral should become slightly lower when the LTC is 
considered. 

Fig. 12 plots the critical ignition temperature 
from prediction based on the L-W integral and 

those from detailed simulations with and without 
LTC. As expected, the LTC effects are almost neg- 
ligible, indicating that the hot spot induced ignition 

is mainly controlled by high temperature chemistry 
(HTC). It is worth noting that the cases considered 

here are all under the atmospheric pressure. In the 
internal combustion engines where the pressure is 
extremely high, the time scale of LTC can become 
very small. At such conditions, cool flame may oc- 
cur during the ignition process and the effect of the 
LTC cannot be neglected [36 , 37] . 

4. Conclusions 

A method using the L-W integral is proposed to 

predict the critical ignition temperature of hot spot 
induced ignition in a flammable mixture. In this 
method, the only partial differential equation need- 
ing to be solved is the 1D unsteady heat conduction 

equation; and the detailed chemistry is only consid- 
ered in the calculation of 0D homogeneous ignition 

delay. The computational cost is reduced by two to 

three orders compared to the detailed transient sim- 
ulation considering detailed chemistry and trans- 
port. This method is used for different fuels includ- 
ing methane, hydrogen, n-heptane, and dimethyl 
ether. The critical ignition temperature predicted 

by this method is compared with that from de- 
tailed simulation. Good agreement is shown for 
critical ignition temperature below 2000 K. The dif- 
ference becomes larger for smaller hot spot radius 
with shorter mass diffusion time. Nevertheless, the 
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ethod based on the L-W integral can give a con-
ervative prediction of the critical ignition temper-
ture, which is important for safety considerations.

oreover, it is demonstrated that the hot spot in-
uced ignition is mainly controlled by the HTC and
he LTC has little influence. 

It is noted that the present study only consid-
rs a simplified model with a hot spot fixed inside
 quiescent mixture. In practice there might be rel-
tive flow between the hot spot and the flammable
ixture. Consequently, the ignition process might

e affected by convective heat and mass transfer,
hich merits future study. Besides, even for ig-
ition in a quiescent mixture, the initial ignition
ernel is high curved and stretched. The critical
gnition condition might be affected by the cou-
ling between stretch and preferential diffusion of 
eat over the deficient species (i.e., the Lewis num-
er) [18] . Such coupling is not considered in the
resent method, which is another shortage of this
ork. 
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