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Abstract  

Detonation has promising applications in advanced propulsion systems, and 

numerical simulation is widely used to gain insights into the complex interaction 

between the hydrodynamic flow and chemical reactions involved in detonation. In this 

work, detonationFoam, an open-source solver for accurate and efficient simulation of 

compressible reactive flow and detonation is developed based on OpenFOAM.  

detonationFoam can simulate compressible, multi-component, reactive flow and it can 

accurately evaluate the detailed transport coefficients using the mixture-averaged 

transport model. Compared to rhoCentralFoam, the improved HLLC-P approximate 

Riemann solver is used in detonationFoam and it helps to accurately resolve shock 

waves appearing in detonation. Besides, the adaptive mesh refinement and dynamic 

load balancing algorithms are used in detonationFoam, which greatly improves the 

computational efficiency. Validation tests including homogenous ignition, unsteady 

diffusion, shock tube problem, premixed flame, planar detonation, double Mach 

reflection, detonation cellular structure and oblique detonation wave are conducted. 

These tests demonstrate that detonationFoam can be used to accurately and efficiently 

to simulate the compressible, multi-component reactive flow and detonation processes.  
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Program summary 

Program Title: detonationFoam  

CPC Library link to program files: (to be added by Technical Editor)  

Developer’s repository link: (to be added by the author)  

Code Ocean capsule: (to be added by Technical Editor)  

Licensing provisions: GPLv3  

Programming language: C++  

Nature of problem: Gaseous detonation involves different length scales and 

complicated chemistry. To accurately and efficiently simulate the gaseous detonation, 

adaptive mesh refinement needs to be conducted and detailed chemistry should be 

considered. Besides, the severe load imbalance caused by the chemical source term 

evaluation may greatly reduce the computation efficiency. 

Solution method: An open-source solver, detonationFoam is developed based on 

OpenFOAM. The species equations considering detailed chemistry are solved in 

detonationFoam and thereby detonation in a compressible, multi-component, reactive 

flow can be simulated. The adaptive mesh refinement technique and the dynamic load 

balancing algorithm are incorporated into detonationFoam. It is demonstrated that 

detonationFoam can accurately and efficiently simulate gaseous detonation.   



1. Introduction 

Detonation has received increasing interest in recent years since it can achieve 

higher thermal efficiency and faster heat release rate than deflagration and thereby has 

promising applications in advanced propulsion systems [1-5]. Since it is very difficult 

to measure the transient detonation process in experiments, numerical simulation is 

popularly used to gain insights into the complex interaction between the hydrodynamic 

flow and chemical reactions involved in detonation [6-10]. Though several codes have 

been developed by different groups to simulate different detonation processes, they are 

not open-source and thereby are not available to all researchers. Therefore, it is 

necessary to develop an open-source code for detonation simulation in a rigid 

framework and readily for further extension. This motivates the present study, which 

aims to develop an open-source solver for accurate and efficient simulation of 

compressible reactive flow and detonation based on OpenFOAM [11]. 

OpenFOAM is one of the most popular open-source libraries and has been 

successfully applied to both non-reactive and reactive flows [12-14]. In the context of 

simulating low-speed reactive flow (i.e., deflagration), many researchers have 

developed their solvers based on reactingFoam (e.g., [15-18]). Usually, the simplified 

molecular transport model used by default in reactingFoam [11] needs to be replaced 

by detailed model (e.g., mixture-averaged model or multicomponent model [19, 20]) 

so that flame propagation can be accurately simulated [15-18]. Besides, CVODE [21] 

is usually incorporated into reactingFoam to solve the stiff ordinary differential 

equations (ODEs) when detailed kinetic models are considered [17]. After these 

modifications, deflagration/flame can be accurately simulated using reactingFoam.  

Unlike deflagration whose propagation speed is in the order of 1 m/s and thereby 

can be approximated to be isobaric, detonation propagates supersonically at speeds in 

the order of 1000 m/s and it consists of a leading shock wave followed by a reaction 

zone [22]. The inherent disparity of scales involved in detonation requires sufficient 

resolution both in space and time for the leading shock and the reaction zone, which 

brings challenges to detonation simulations. In OpenFOAM, the density-based solver, 



rhoCentralFoam [11], is developed for high-speed flows with shock waves; and the 

central-upwind Kurganov and Tadmor (KT) scheme [23] or Kurganov, Noelle and 

Petrova (KNP) scheme [24] is adopted to capture the shock wave and contact 

discontinuity. Based on rhoCentralFoam, Marcantoni et al. [25] developed 

rhoCentralRfFoam to simulate detonation considering governing equations for multi-

species and detailed chemistry. They showed that rhoCentralRfFoam can accurately 

predict the detonation velocity and two-dimensional cellular detonation. After that, 

several rhoCentralFoam-based solvers have been developed, such as rhoHLLCFoam 

developed by Liu et al. [26] and RYrhoCentralFoam developed by Huang et al. [27]. In 

rhoHLLCFoam [26], the Harten-Lax-van-Leer-Contact (HLLC) scheme [28] was used 

to calculate the convective flux. In RYrhoCentralFoam, Huang et al. [27] incorporated 

the Lagrangian solver for gas-droplet two-phase flows and thereby it was used to 

simulate detonation in gas-liquid mixtures [29, 30]. 

Although the above studies have shown different levels of success in developing 

rhoCentralFoam-based solvers to simulate detonation, there are still some aspects 

needing to be improved. First, the Sutherland law is usually used to calculate transport 

coefficients in detonation solvers. As a result, the multi-species transport process cannot 

be accurately predicted, and this may lead to large discrepancy for cases (e.g., the 

deflagration to detonation process) in which the transport process plays an important 

role. Second, though various techniques have been proposed to reduce the 

computational cost, they have not been incorporated simultaneously into detonation 

solvers. As mentioned above, high spatial resolution is required to capture the 

detonation structure. Since special resolution is required mainly for the region around 

the detonation front, dynamically adaptive mesh refinement (AMR) is suitable for 

detonation simulation. However, OpenFOAM only supports AMR for hexahedral cells 

in 3D [11, 31, 32] which is not appropriate for 2D detonation simulation. Furthermore, 

when the AMR technique is adopted in conjunction with finite-rate chemistry, the 

severe load imbalance may greatly reduce the computation efficiency. Specifically, 

when the computational domain is decomposed and distributed to the different 

processors, some processors might have much more cells in the reaction zone than 



others. Since in the reaction zone the ODEs are stiff, it takes lots of computation time. 

Therefore, the processor that has the maximum cell number in the reaction zone 

becomes the bottleneck and other processors have to wait for synchronization. To tackle 

this issue, Tekgul et al. [33] and Zirwes et al. [34] proposed the dynamic load balancing 

(DLB) algorithm based on forming groups of processors that share their chemistry 

workload. The DLB algorithm was successfully used for simulating deflagration 

processes and the speed-up around 10 was achieved [33]. However, these acceleration 

techniques, AMR and DLB, have not been simultaneously used in detonation solvers. 

Besides, the rhoCentralFoam-based detonation solvers mentioned above are not open-

source. Though McGough [35] provided an open-source solver, 

rhoReactingCentralFoam, for detonation simulation, its accuracy was not examined 

comprehensively and the load imbalance problem was not solved. 

Based on the above consideration, this work aims to develop an OpenFOAM-

based open-source solver, detonationFoam, which can accurately and efficiently 

simulate gaseous detonation. The following five implementations are made based on 

rhoCentralFoam. First, the species equations and finite-rate chemistry model are 

incorporated to simulate compressible multi-species reactive flow. Second, the mixture-

averaged transport model is used to evaluate the multi-species transport properties. 

Third, the HLLC-P (HLLC with a pressure-control technique) approximate Riemann 

solver [36, 37] is incorporated to achieve accurate shock wave capturing. Fourth, the 

AMR technique is incorporated into the solver so that the detonation front and different 

waves can be accurately and efficiently resolved. Fifth, the DLB algorithm is used to 

further improve the computational efficiency. The reliability of detonationFoam on 

modeling different processes including detonation is verified by comparing the typical 

simulation results with those in the literature. Note that blastFoam [38] has been 

successfully in the simulation of high-explosive detonation, explosive safety and 

airblast. BlastFoam can simulate explosion and detonation in multi-phase energetic 

materials while detonationFoam focus more on simulating gaseous 

detonation.Nevertheless, blastFoam was not validated in terms of simulating flames 

and deflagration-to-detonation transition in which multi-species transport is important. 



The remainder of this paper is structured as follows. The governing equations and 

numerical methods are described in Section 2. The reliability and application of the 

open-source solver detonationFoam is shown in Section 3. Finally, conclusions are 

drawn in Section 4. 

 

2. Governing equations and numerical methods 

2.1 Governing equations 

The conservation equations for unsteady, compressible, multi-component reactive 

flow are solved in detonationFoam. The governing equations [39] for mass, momentum, 

energy and species are 
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Here, ρ is the density of the mixture, V = (u, v, w) is the velocity vector, and P is the 

pressure. Yk, Vk
' and ωk are respectively the mass fraction, diffusion velocity and 

production rate of the k-th species. NS is the total number of the species. The viscous 

stress is  
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in which μ is the dynamic viscosity of the mixture and I is the unit tensor. 

We assume that the mixture is ideal gas and the equation of state is: 
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where T is the temperature, R＝8.314 J/(mole∙K) is the universal gas constant, andW 

is the mean molar weight of the mixture. 



The total energy E and heat flux q in Eq. (3) are [39] 
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where λ is the thermal conductivity of the mixture, and hk is the enthalpy of the k-th 

species. The thermodynamic properties of each species are evaluated with JANAF 

polynomials [40]. The enthalpy, hk, and the specific heat capacity at constant pressure, 

Cp,k of the k-th species are: 
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where an,k with n = 1~5 are the coefficients for the k-th species.  

The mixture-averaged transport model is added in detonationFoam to calculate the 

transport properties. Cantera [41] is popularly incorporated into OpenFOAM to 

evaluate transport coefficients [15, 17, 18]. Here the transport calculation module 

provided by Dasgupta et al. [16] is modified and incorporated into detonationFoam . 

The Wilke formula [42, 43] is used to calculate the dynamic viscosity of the mixture: 
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where Xk is the mole fraction and μk is the dynamic viscosity coefficient of the k-th 

species. Φkj is the dimensionless partition function defined as [43]: 
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where Wk is the molecular weight of the k-th species. 

The thermal conductivity of the mixture is obtained from the following formula 

[44] 
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where λk is the thermal conductivity of the k-th species.  

The diffusion velocity, Vk
' in Eq. (4), consists of three parts [45] 
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where V'
k,Y is the ordinary diffusion velocity and V'

k,T is the thermal diffusion velocity. 

The expressions for V’
k,Y and V’

k,T are: 
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where Dkm is the mixture-averaged mass diffusion coefficient and Θk is the thermal 

diffusion ratio of the k-th species. 

The correction velocity, V'
k,C, is introduced to ensure the compatibility between the 

species mass conservation and the total mass conservation [39]. It is determined 

according to the following requirement: 
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In detonationFoam, the detailed kinetic model can be considered. For a kinetic 

model containing NS species, the NR elementary reactions can be written as [19] 
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Here Mk represents the molecular formula for the k-th species. ν'
k,j

 and ν''
k,j

 are the 

stoichiometric coefficients of the k-th species in the j-th elementary reaction. Kf,j and 

Kb,j respectively represent the forward and backward reaction rate constants of the j-th 

elementary reaction. The production rate of the k-th species can be expressed as [19] 
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where Ck is the molar concentration of the k-th species. The reaction rate constant, Kf,j, 

can be written in the Arrhenius Law [19] as 
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Here Aj, βj and Ea,j are respectively the pre-exponential factor, temperature exponent 

and activation energy of the j-th forward reaction. The backward reaction rate, Kb,j, can 

be evaluated based on Kf,j and the equilibrium constant of the j-th elementary reaction  

[19].  

 

2.2 Numerical methods 

2.2.1 Numerical schemes 

Since detonationFoam is developed based on OpenFOAM, the numerical schemes 

provided by OpenFOAM are directly used. The second order MUSCL scheme [46] with 

HLLC-P approximate Riemann solver [36] is used to calculate the convective fluxes, 

and the second-order central difference scheme is used for diffusion fluxes. Operator 

splitting fractional-step procedure [18] is used to separate the time evolution of the stiff 

reaction term from that of the convection and diffusion terms. In the time advance of 

the non-reactive flow, the first order implicit Euler scheme is used. Though the second-

order scheme such as the backward scheme and Crank-Nicolson scheme can also be 

used, it has little influence on the results due to the very small time step in the order of 

10-9 s. The seulex ODE solver [47] has been proved to be robust and efficient for stiff 

system by employing an extrapolation algorithm, based on the linearly implicit Euler 

method with step size control and order selection. Therefore, it is adopted here to solve 

the ODEs describing the chemical reactions. 

To accurately capture shock waves and contact discontinuities, the HLLC-P 

approximate Riemann solver [36] is used. A pressure dissipative term, ΦP, is added into 

the flux of the HLLC Riemann solver [28], ΦHLLC, and thereby the convective flux in 

the HLLC-P Riemann solver becomes [36, 48]: 
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Here UL, UL
*, UR

*, UR are the conserved variables in regions #1, #2, #3 and #4 as shown 

in Fig. 1. FL and FR are respectively the left and right reconstructed fluxes. The 

propagation speed of the contact discontinuity is denoted as S*. SL and SR are the 

propagation speeds of the left and right traveling waves, respectively. 

 

Fig. 1. Schematic of wave structures of the HLLC approximate Riemann solver. 

 

In Eq. (21), ΦP is the pressure dissipative term which provides damping to 

suppress oscillations and is defined as [36] 
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whereM, c,u, v andq are respectively the Mach number, speed of sound, velocity 

components and the normal velocity evaluated by Roe averaged method at the interface 

[36]. f is the function of PL and PR, which is defined as [36] 
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Here the subscripts, (I, J+1/2), (I-1/2, J), (I-1/2, J+1), (I+1/2, J) and (I+1/2, J+1), are 

mesh nodes as the reference [36] describes. 

 



2.2.2 Adaptive mesh refinement 

As stated before, adaptive mesh refinement helps to efficiently resolve the 

propagating detonation. Therefore, AMR is used in detonationFoam. Following the 

work of Baniabedalruhman [31], the AMR library provided by OpenFOAM is modified 

and incorporated into detonationFoam for 2D simulations while the original AMR 

library is suitable only for 3D simulations.  

Here the 2D case is used as the example to describe the mesh refinement/ 

coarsening process. In AMR, mesh refinement and coarsening criteria should be 

specified before the simulation. As an example, mesh refinement/ coarsening can be 

conducted based on the magnitude of local density gradient |ρ|. When |ρ| at the face 

center (red points in Fig. 2) is larger than a threshold value, |ρ|R, mesh refinement 

should be conducted. Then, the four edges of the cell are divided equally by the blue 

points shown in Fig. 2. Subsequently, the cell is divided into four adjacent sub-cells. 

Then all values are mapped from the original mesh to the new refined mesh. Mapping 

of field values is implemented in a straightforward and conservative manner[32]. For 

the refinement step, sub-cells receive the cell-centered value of the parent cell. For the 

coarsening step, the average values of sub-cells are set on the parent cell. After the 

refinement is done, the fluxes are corrected using the mapped values. Similarly, when 

|ρ| is smaller than another threshold value, |ρ|C (which is smaller than |ρ|R), 

coarsening should be conducted to restore the mesh from the refinement state to the 

original state. The above AMR process in detonationFoam is depicted in Table 1. 

 

Fig. 2 Schematic of the steps during the 2D mesh refinement process. 

 



Table 1 Pseudo-code of the mesh refinement/coarsening process. 

Step. 1: Calculate the magnitude of local density gradient, |ρ|. 

Step. 2: Iterate through cells and compare the magnitude between |ρ| on each 

cell with the refinement criterion. Mesh refinement and coarsening are 

conducted as: 

For the i-th cell in all cells 

If (|ρ|i >|ρ|R) 

If the i-th cell has not reached the maximum cell level  

refining the i-th cell 

endif  

else if (|ρ|i <|ρ|C) 

If the i-th cell has been refined 

coarsening the i-th cell 

endif 

endif 

End 

Step. 3: Update the states by mapping the data from the original mesh to the 

updated mesh. 

Step. 4: Calculate the fluxes using the updated values. 

 

2.2.3 Dynamic load balancing 

As mentioned above, the DLB algorithm helps to effectively balance the CPU-

calculation time for solving the stiff ODEs. It is usually used in the parallel simulation 

of reactive flow considering detailed kinetic models, which might consist of a large 

number of species and elementary reactions. The open-source DLB algorithm, 

DLBFoam, developed by Tekgul et al. [33] is incorporated into detonationFoam.  

The pseudo-code of the DLB algorithm used in detonationFoam is depicted in 

Table 2. When N processors are used, the cost of each processor at time t is counted and 

signed as [l1, l2, …, lN]. The total cost, L, and the average cost,L, are defined as 
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If lk <L, then the k-th processor is designated as the receiver process. On the other 

hand, the sender processors are those with lk >L. The sender processors send their 

excess load to receiver processors so that the cost for each processor is close toL. Then 

the stiff ODEs are solved using the new distributed load in each processor and the 

updated value is sent back to the original processor. 

 

Table 2 Pseudo-code of the dynamic load balancing algorithm. 

Step. 1: Count the total load of chemical calculation of each processor, [l1, l2, …, 

lN], at the last time. (N is the number of the processors) 

Step. 2: Calculate the total load. 
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k

k

L l
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Step. 3: Calculate the average load. 

1
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k

k

L l
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   

Step. 4: Determine the sender processor and the receiver processor. 

𝑖𝑓 {
𝑙𝑘 > 𝐿̄    ⇒   𝑠𝑒𝑛𝑑𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟

𝑙𝑘 < 𝐿̄    ⇒   𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟
     𝑘 = 1, 2, . . . , 𝑁 

Step. 5: 𝑠𝑒𝑛𝑑𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟𝑠 
 𝑙𝑜𝑎𝑑 
→       𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟𝑠 

Step. 6: Solve the reaction stiff ODEs.  

Step. 7: 𝑠𝑒𝑛𝑑𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟𝑠 
 𝑢𝑝𝑑𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠 
←                 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟𝑠 

  

3. Validation tests 

Compressible reactive flow and detonation can be simulated using 

detonationFoam in which both AMR and DLB are used. In this section, typical tests for 



0D/1D/2D non-reactive/reactive problems are conducted to evaluate the capability and 

accuracy of detonationFoam. Moreover, the computational efficiency improved by 

AMR and DLB is assessed. 

 

3.1 Homogeneous ignition process (0D) 

Homogeneous ignition processes under constant volume conditions for different 

fuel/air mixtures are simulated to assess the performance of detonationFoam in terms 

of simulating chemical reactions. Stoichiometric H2/air and n-heptane/air mixtures, 

respectively without and with negative temperature coefficient phenomenon [49], are 

considered. The detailed kinetic model for hydrogen and n-heptane are respectively 

from Li et al. [50] and Liu et al. [51]. The ignition delay time at different initial 

temperatures (1000 K < T0 < 1300 K for H2/air mixture and 700 K < T0 < 1300 K for 

n-heptane/air mixture) and different initial pressures (P0 = 0.1, 0.5 and 1 atm for H2/air 

mixture and P0 = 10, 20 and 30 atm for n-heptane/air mixture) are calculated and the 

results are plotted in Fig. 3. It is seen that good agreement between the results predicted 

by detonationFoam and by Cantera [41] (the maximum of the relative difference is 

lower than 7%). This demonstrates that the stiff ODE solver, seulex, used in 

detonationFoam can accurately simulate the homogeneous ignition process and thereby 

can be used to deal with chemical reactions.  

 

Fig. 3. Change of the ignition delay time with initial temperature at different pressures 

for stoichiometric (a) H2/air and (b) n-heptane/air mixtures. 

 



3.2 Unsteady diffusion process (1D) 

Then, the 1D unsteady diffusion process is simulated to evaluate the reliability of 

the transport model and the numerical treatment of diffusion term in detonationFoam. 

We consider a static mixture in which there is a jump in the temperature and mixture 

composition across x = 1 cm. The initial conditions are:  

  
 

 2 2H N

1 atm, 300 K, 0, 0.3, 0.7      x < 1 cm
P, T, u, Y ,Y =

1 atm, 1500 K, 0, 0.7, 0.3    x > 1 cm





  (27) 

Note the Soret effects of H2 is considered in this case. Uniform cell with the size 

of ∆x = 20 μm is used. Transmissive boundary conditions are used at both x = 0 cm and 

x = 2 cm. Figure 4 shows the distributions of mass fraction of N2 and temperature at t 

= 1 ms and t = 2 ms predicted by detonationFoam and A-SURF [52]. Very good 

agreement is achieved, which demonstrates that detonationFoam can accurately resolve 

the diffusion processes including both heat conduction and mass diffusion respectively 

due to temperature and concentration gradients. 

 

Fig. 4. The distributions for mass fraction of N2 and temperature predicted by A-SURF 

(lines) and detonationFoam (symbols) at (a) t = 1 ms and (b) t = 2 ms.  

 

3.3 The shock tube problem (1D) 

The 1D shock tube problem is popularly used to assess the performance of 

numerical evaluation of convective fluxes for compressible flows [53]. We consider a 

jump in pressure and temperature across x = 0 cm. The initial conditions are given as: 



  
 

 

100 kPa, 348.4 K, 0      x < 0 cm
P, T, u =

10 kPa, 278.7 K, 0        x > 0 cm





  (28) 

 Uniform cell with the size of ∆x = 20 μm is also used and the transmissive boundary 

conditions are set for both ends of the computational domain. The pressure and density 

distributions predicted by detonationFoam at t = 50 μs are compared with the exact 

solutions [54] in Fig. 5(a). The maximum relative error for pressure is 1.78%, which 

indicates that detonationFoam can accurately simulate the shock tube problem. Figure 

5(b) compares the results across the shock wave predicted by KNP [24], HLLC [28] 

and HLLC-P [36] schemes. It is seen that compared to KNP and HLLC schemes, 

HLLC-P used in detonationFoam has lower dissipation and thereby can more accurately 

resolve the shock propagation. 

 

Fig. 5. (a) The pressure and density distributions at t = 50 μs and (b) the shock wave 

resolved by different schemes. 

 

3.4 Laminar premixed planar flame (1D) 

In the above three sub-sections, chemical reaction and transport/flow are 

decoupled. Here we use detonationFoam to simulate 1D premixed flame propagation, 

in which chemistry and transport are intrinsically coupled. We consider H2/air mixtures 

at normal temperature and pressure, i.e., Tu = 300 K and P = 1 atm. The laminar flame 

speeds obtained from simulations using detonationFoam are compared to those 

predicted by Cantera [41] in Fig. 6. The relative difference is within 4%. Furthermore, 

the flame structure (i.e., distributions of temperature, total heat release rate, flow 

velocity, and mass fraction of OH) predicted by detonationFoam is also compared to 



that predicted by Cantera [41]. Figure 7 shows that satisfactory agreement is achieved, 

which demonstrates that detonation is able to simulate premixed flame propagation. 

Therefore, detonation can be used to simulate the detonation initiation, quenching and 

reinitiation processes [55, 56], in which flame acceleration and deflagration-to-

detonation transition might occur.  

 

Fig. 6 Change of the laminar flame speed and relative difference with the equivalence 

ratio for H2/air mixtures at Tu = 300 K and P = 1 atm. 

 

 

Fig. 7 The distributions for mass fraction of OH, temperature, total heat release rate and 

flow velocity of 1D premixed planar flame in a stoichiometric H2/air mixture at Tu = 

300 K and P = 1 atm. 

 

3.5 Planar steady detonation propagation (1D) 

Besides the flame/deflagration considered in the previous subsection, we also 

consider 1D planar detonation propagation process in a stoichiometric H2/air mixture. 

The static mixture is initially at T0 = 300 K and P0 = 1 atm. A high-pressure hot spot 



with T = 3000 K and P = 90 atm in the region of 0 < x < 2 mm is used to initiate the 

detonation propagation. The uniform cell size of ∆x = 20 μm is used. As shown in Fig. 

8, the temporal evolution of pressure and O2 mass fraction distributions predicted by 

detonationFoam and A-SURF are almost identical. Moreover, Fig. 8(a) shows that the 

peak pressure immediately after the leading shock is almost the same as the Von 

Neumann pressure, PVN = 27.7 atm predicted by Chapman-Jouguet (C-J) theory. The 

detonation propagation speed predicted by detonationFoam is 2026 m/s, which is 

slightly higher but very close to the CJ value of VCJ = 1977 m/s. Therefore, 

detonationFoam can accurately simulate 1D detonation propagation.  

 

Fig. 8 Temporal evolution of (a) pressure and (b) O2 mass fraction distributions 

predicted by detonationFoam (dashed red lines) and A-SURF (solid black lines) for 1D 

detonation propagation in a stoichiometric H2/air mixture at T0 = 300 K and P0 = 1 atm. 

The time sequence is #1: 50 μs, #2: 100 μs, #3: 150 μs, #4: 170 μs, #5: 190 μs, #6: 210 

μs, and #7: 230 μs. 

 

3.6 Pulsating detonation wave (1D) 

Referring to Sun et al.’s work [57], the pulsating detonation propagation process 

in C2H4/O2/Ar mixture is simulated and the initial fields are set as 

  
 

 

22.5 atm, 2500 K, 0 m/s      x < 0.2 cm
P, T, u =

0.25 atm, 300 K, 0 m/s        x > 0.2 cm





  (29) 

Then detonationFoam is employed to simulate the process and the results are 

presented in Fig. 9. Figure 9(a) shows the pressure curve peaks cyclically oscillate when 



the detonation wave propagates into the region of x > 0.75 cm. Figure 9(b) records the 

leading shock speed, US, as a function of its position, xS. It shows the detonation wave 

propagation speed oscillates periodically around the C-J speed (UCJ) and the oscillation 

period and amplitude almost remain constant when xS > 0.15 m. The pulsating period 

obtained by detonationFoam is 9.93 μs and closed to the reference value, 6.32 μs, 

predicted by Sun et al. [57]. 

 

Fig. 9 (a) Temporal pressure distribution curves and (b) leading shock speed as a 

function of its position during the pulsating detonation propagation process in 

C2H4/O2/Ar mixture. XC2H4: XO2: XAr = 1:3:7, T0 = 300 K and P0 = 0.25 atm. 

 

3.7 Double Mach reflection (2D) 

Following the work of Woodward and Colella [58, 59], we simulate the well-

known double Mach reflection problem to assess numerical accuracy and robustness 

under high-Mach conditions. A normalized inviscid gas model is used for simulation 

purposes only. The heat capacity ratio is 1.4. An incident shock wave with Mach 

number of 10 reflects on a wall oriented at an angle of 60⁰. The density contour at t = 

0.2 s are shown in Fig. 10(a), which is almost consistent with the result predicted by 

Woodward et al. [58] shown in Fig. 10(b). AMR with cell level from 0 (coarsest) to 4 

(finest) is used. The cell distribution and level are shown in Figs. 10(c-d). It is observed 

that the shock waves and contact discontinuities are covered by the finest cells. 

Therefore, AMR incorporated in detonationFoam helps to efficiently resolve the 

different waves in compressible flow. 



 

Fig. 10 The density contours separately predicted by (a) detonationFoam and (b) 

Woodward et al. [58], (c) cell distribution and (d) cell level distribution for the 2D 

double Mach reflection problem. 

 

3.8 Cellular structure of planar detonation propagation (2D) 

As an important characteristic of detonation, its cellular structure should be 

simulated. Following the work of Oran et al. [60], we simulate the detonation 

propagation process in a H2/O2/Ar mixture and schematic of the computational domain 

and the initial conditions are shown in Fig. 11(a). The triple point trajectories predicted 

by detonationFoam and Oran et al. [60] are recorded and separately plotted in Figs. 

11(b-c). As results, we predicte a cell size of approximately 55 × 30 mm using 

detonationFoam which is closed to previously reported values (54 ×31 mm by Oran et 

al. [60] and 54×30 mm by Wang et al. [61], respectively). 

 



Fig. 11 (a) Schematic of the computational domain and the initial and boundary 

conditions; (b) triple-wave point trajectories predicted by detonationFoam; and (c) soot 

foils of triple-wave point trajectories reported by Oran et al. [60].  

 

The induction length for the H2/O2/Ar mixture at T0 = 300 K and P0 = 6670 Pa 

predicted by SDtoolbox [62] equals to 1519 μm. In the above case, uniform cells with 

∆x = ∆y = 200 μm are used as basic cells and three-level adaptive refinement cells are 

adopted. Thereby the finest cell size is 200/23 = 25 μm, which ensures that there are 

more than 60 cells resolving the induction region. Figure 12 shows the temperature, 

pressure, density gradient and cell level at t = 532 μs. It is seen that the cellular structure 

of the propagating detonation can be simulated efficiently using AMR in 

detonationFoam.  

 

Fig. 12 The contours for (a) temperature, (b) pressure, (c) absolute value of density 

gradient and (d) cell level at t = 532 μs for detonation propagation in a stoichiometric 

H2/O2/Ar mixture at T0 = 300 K and P0 = 6670 Pa predicted by detonationFoam. 

 

3.9 The oblique detonation wave (2D) 

 Finally, the wedge-stabilized oblique detonation wave in a stoichiometric H2/air 



mixture is simulated using detonationFoam and compared with the results of Teng et al. 

[63]. Additionally, the computing efficiency improved by AMR and DLB algorithms is 

also evaluated.  

 The computational domain is similar to previous studies [64-66] and is 

schematically described in Fig. 13. The wedge starts from x = y = 0 cm. The inflow 

states are specified as P0 = 196.3 kPa, T0 = 814.4 K, and V0 = 2418.9 m/s, which are 

calculated based on the specified flight altitude, H0 = 20 km, and flight Mach number, 

Ma0 = 9, according to Teng et al. [63]. The base cell size (i.e., the cell level is zero) is 

∆x = ∆y = 20 μm and the maximum cell level is 2 during the AMR. In fact, 

detonationFoam has been successfully used in oblique detonation simulation. The 

corresponding grid and time dependency tests were conducted and shown in Fig. 2 of 

the reference [66]. The results indicate cell size of 5 μm can ensure that the oblique 

detonation wave can be adequately resolved in such an operating condition for H2/air 

mixture. Note that the diffusion terms are ignored in the conservation equations and 

thereby Euler equations are solved. The steady oblique detonation wave structures 

predicted by detonationFoam and Teng et al. [63] are shown in Fig. 14. Almost identical 

oblique detonation wave structures are acquired and the ability of detonationFoam in 

detonation simulations is verified further. 

 



Fig. 13 Schematic of the initial and boundary conditions for the 2D wedge-stabilized 

oblique detonation wave in a stoichiometric H2/air mixture. ODW: oblique detonation 

wave; OSW: oblique shock wave. 

 

 

Fig. 14 The steady temperature distribution for the wedge-stabilized oblique detonation 

wave in a stoichiometric H2/air mixture. The results predicted by detonationFoam (up) 

and Teng et al. [63] (down) are shown together for comparison. 

 

 

Fig. 15 The relative CPU time and cell number for cases 1-4 of the steady wedge-

stabilized oblique detonation wave in a stoichiometric H2/air mixture. 

 

To evaluate the computational efficiency improved by AMR and DLB algorithms 



used in detonationFoam, we compare the cell number and computational time for the 

simulation of the wedge-stabilized oblique detonation wave under four cases: uniform 

mesh without DLB (case 1), uniform mesh with DLB (case 2), adaptive mesh without 

DLB (case 3) and adaptive mesh with DLB (case 4). It is noted that the finest cell size 

in case 2 and case 4 is the same. The normalized cell number and the CPU time for 

these four cases are plotted in Fig. 15. Compared with case 1 using uniform mesh and 

without DLB, in case 3 the cell number is reduced to about 1/6 by using AMR and the 

CPU time is reduced to about 1/5 by using AMR and DLB. This demonstrates that high 

computing efficiency can be achieved by using the AMR and DLB in detonationFoam. 

Besides, the steady ODW structure for cases 1-4 (see Fig. 16) are almost same, 

indicating that AMR and DLB have little influence on the accuracy of simulation results. 

 

Fig. 16 The steady temperature distribution for the wedge-stabilized oblique detonation 

wave in a stoichiometric H2/air mixture separately for cases 1-4. 

 

4. Conclusions 

In this work, we develop an OpenFOAM-based open-source solver, 

detonationFoam, which can accurately and efficiently simulate gaseous detonation. The 

solver is developed based on rhoCentralFoam, and five major improvements are made. 

First, the species equations and detailed finite-rate chemistry are considered and thereby 

the compressible, multi-component, reactive flow can be simulated. Second, the 



mixture-averaged transport model is used and it can accurately evaluate the detailed 

transport coefficients. Third, the improved HLLC-P approximate Riemann solver is 

used and it has advantages in accurately capturing the propagation of shock wave and 

contact discontinuity. Fourth, the two-dimensional adaptive mesh refinement (AMR) 

technique is incorporated into the solver so that the detonation front can be resolved by 

the finest meshes. Fifth, the dynamic load balancing (DLB) algorithm is used to further 

improve the computational efficiency.  

Comprehensive validation tests for both non-reactive and reactive flows have been 

conducted. These tests demonstrate that detonationFoam can accurately and efficiently 

simulate compressible, multi-component reactive flow and detonation processes. The 

computational efficiency can be greatly improved by using AMR and DLB algorithms 

simultaneously incorporated into detonationFoam.  
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